SCHUR FUNCTION AT GENERAL POINTS AND LIMIT SHAPE OF
PERFECT MATCHINGS ON CONTRACTING SQUARE HEXAGON
LATTICES WITH PIECEWISE BOUNDARY CONDITIONS

ZHONGYANG LI

ABSTRACT. We obtain a new formula to relate the value of a Schur polynomial with
variables (z1, ...,z n) with values of Schur polynomials at (1,...,1). This allows to study
the limit shape of perfect matchings on a square hexagon lattice with periodic weights
and piecewise boundary conditions. In particular, when the edge weights satisfy certain
conditions, asymptotics of the Schur function imply that the liquid region of the model in
the scaling limit has multiple connected components, while the frozen boundary consists
of disjoint cloud curves.

1. INTRODUCTION

Schur polynomials, named after Issai Schur, are a class of symmetric polynomials indexed
by decreasing sequences of non-negative integers, which form a linear basis for the space
of all symmetric polynomials; see [27]. Besides their applications in representation theory,
Schur polynomials also play an important role in the study of integrable lattice models
in statistical mechanics (see [1, 2]). One example of such a model is the dimer model, or
equivalently, random tiling model.

A dimer configuration, or a perfect matching, is a subset of the set of edges of a graph
in which each vertex is incident to exactly one edge. A two-dimensional dimer model is
a probability measure on dimer configurations of a plane graph. Two-dimensional dimer
models are exactly solvable models, in the sense that one can exactly compute the number
of configurations and the local statistics by algebraic methods. Such a property and the
connection of this model with several other models in statistical mechanics, including the
Ising model ([9, 24, 22]) and the 1-2 model ([23, 25, 11, 12]) put the dimer model at the
intersection of several branches of mathematics (probability, combinatorics, representation
theory, algebraic geometry), as well as statistical physics and computer science.

The weighted dimer model has been studied extensively by developing the techniques
initiated by Temperley, Fisher and Kasteley ([14, 15]) and analyzing the weighted adjacency
matrix of the underlying graph, and spectacular results were obtained including the phase
transition ([21, 19]), conformal invariance ([16, 17, 18, 26]), and the limit shape ([30, 20]).
Recently the uniform dimer models on the hexagonal lattice or the square grid were studied
by analyzing Schur polynomials. As a determinantal process, the correlation kernel for the
uniform dimer model can be computed explicitly as a double integral (see [28, 32]) - this
implies the limit shape result (law of large numbers; see [31]) and the convergence of
height fluctuations to a Gaussian free field (central limit theorem; see [32]) in the scaling
limit. The asymptotics of Schur polynomials in a neighborhood of (1,...,1) were studied
in ([10, 7, 6]), and the limit shape and height fluctuations were obtained for the uniform
dimer model on the hexagonal lattice, the uniform dimer model on the square grid ([8]),
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and certain periodic dimer model on the square-hexagon lattice with period of edge weights
1 xn ([5]).

The main aim of this paper is to study questions concerning limit shapes of two-
dimensional dimer models. More precisely, to each random perfect matching we associate
a height function - a function that assigns an integer to each face of the plane graph. When
the plane graphs become larger and larger, we rescale these graphs such that the rescaled
graphs approximate a certain simply-connected domain in the plane, then evidence has
been amassed that the rescaled height functions are governed by “laws of large numbers”,
and converge to some naturally defined shapes. These questions have origins from the ob-
servations that the uniform random domino tilings of a large Aztec diamond (a subgraph
of the 2D square grid consisting of all squares whose centers (x,y) satisfy |z| + |y| < n)
tends to be non-random outside a circle tangent to the boundary of the graph. This circle
is called the “arctic circle”, which is an example of a frozen boundary.

This paper is a continuation of [5]. In [5], we studied the 1 x n periodic dimer model
on the square-hexagon lattice where the boundary condition is also periodic in the sense
that each remaining vertex on the boundary is followed by (m — 1) removed vertices, where
m > 1 is a fixed positive integer. One difference between the uniform and the 1 x n
periodic dimer model is when computing their partition function (weighted sum of all the
configurations), the former can computed by the value of Schur functions at (1,...,1), and
the later can be computed by the value of Schur function at a point depending on edge
weights. When the boundary condition satisfies the condition that each remaining vertex
on the boundary is followed by (m — 1) removed vertices, there is an explicit formula to
compute the corresponding Schur function at a generic point. The dimer model on similar
graphs were also studied in [3, 4].

In this paper, we study the dimer model on a contracting square-hexagon lattice with
piecewise boundary conditions. More precisely, the boundary can be divided into finitely
many segments; each segment consists of either only remaining vertices or only removed
vertices; the segments consisting of only remaining vertices and the segments consisting of
only removed vertices are alternate; the length of each segment grows linearly as the size
of the graph grows. The main tool used to study such a model is a formula we obtained to
relate the value of a Schur function at a generic point to the values of Schur functions at
(1,...,1), which gives the asymptotics of the Schur function at a generic point when the
boundary condition is piecewise and the edge weights are periodic by finding a leading term
in the formula. When the edge weights satisfy certain conditions, from the asymptotics of
the Schur function, we obtain the surprising results that the liquid region of the model in
the scaling limit has multiple connected components, whose boundary consists of disjoint
cloud curves.

The organization of the paper is as follows. In Section 2, we review the definitions and
summarize the main results proved in the paper. In Section 3, we prove a combinatorial
formula which relate the value of a Schur function at a generic point to the values of Schur
functions at (1,...,1). In Section 4, we study the asymptotics of Schur polynomials at a
generic point by analyzing the combinatorial formula proved in Section 3. In Section 5,
we obtain an explicit integral formula for the moments of the limit of counting measure
for the 1 x n periodic dimer model on a contracting square-hexagon lattice with piecewise
boundary conditions. In Section 6, we obtain the limit shape of the height function of
the model. In Section 7, we discuss the existence of the frozen region, which is the region
where each type of edges has either probability 0 or probability 1 to occur. For certain
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special cases, we find explicitly the parametric equation of frozen boundary (which is the
boundary of the frozen region), and show that the frozen boundary is a union of n disjoint
cloud curves, where n is the size of a period. In Section 8, we give concrete examples to
illustrate combinatorial formulas to compute Schur functions proved in Section 3.

2. MAIN RESULTS

In this section, we define the main objects to be studied in this paper, including the
Schur function, the square-hexagon lattice and the perfect matching. Then we state the
main results of this paper.

2.1. Partitions, counting measure and Schur functions. Let [ be a positive integer.
Throughout this paper, we shall use the following notation:

0 =1{1,2,...,0}

Definition 2.1. A partition of length N is a sequence of nonincreasing, nonnegative in-
tegers = (1 > p2 > ... > un > 0). Fach pg is a component of the partition p. The
length N of the partition u is denoted by l(p). The size of a partition u is

N
ol =" i
i=1
We denote by GT;{, the subset of length-N partitions.

A graphic way to represent a partition p is through its Young diagram Y, a collection
of || boxes arranged on non-increasing rows aligned on the left: with 3 boxes on the first
row, s boxes on the second row,...uy boxes on the Nth row. Some rows may be empty
if the corresponding uy is equal to 0. The correspondence between partitions of length N
and Young diagrams with N (possibly empty) rows is a bijection.

Definition 2.2. Let Y,W be two Young diagrams. We say that Y C W differ by a
horizontal strip if the collection of boxes in Z = W \'Y contains at most one box in every
column. We say that they differ by a vertical strip if Z contains at most one box in every
row.

We say that two non-negative signatures A and p interlace, and write A < p if Y\ C Y,
differ by a horizontal strip. We say they cointerlace and write X <" p if Y\ C'Y,, differ by
a vertical strip.

Definition 2.3. Let A € GTE. The rational Schur function sy associated to \ is the
homogeneous symmetric function of degree |A| in N wvariables defined as follows
(1) If N =1, and \ = (A1) then

sx(uy) :ui‘l.
(2) If N >2, and A= (A1 > X2 > ... > An), then

Aj+N—j
detyj—1,.. n(u;"" " )

H1§i<j§N(ui — uy)

(2.1) sx(ug, ..., uy) =

The Schur function defined by (2.1) is a symmetric function because the numerator and
denominator are both alternating, and a polynomial since all alternating polynomials are
divisible by the Vandermonde determinant.
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Let A € GT} be a partition of length N. We define the counting measure m(\) corre-
sponding to A as follows.

N .
1 Ai+N—1i
2.2 A)=— S H—r— ).
(22 =5 30 ()
Let A(N) € G’]I‘fv. Let ¥ be the permutation group of N elements and let o € Y. Let
X =(x1,...,zN).

Assume that there exists n between 1 and N such that z1, ..., x, are pairwise distinct and
{z1,...,2n} ={x1,...,xn}. For j € [N], let

(2.3) n;(N) = [{k : k> j,254) # Toj) H-
For 1 <i<n,let
(2.4) SO N) = (A (N) +0f (N) : 25 = @i}

and let ¢(?)(N) be the partition with length [{I < j < N : z; = x;}| obtained by
decreasingly ordering all the elements in ®(9)(N). Let % be the subgroup Xy that
preserves the value of X; more precisely

YN ={ocecXy: To(i) = T4, for i € [N]}.
Let [¥/XX]" be the collection of all the right cosets of XX in Xy. More precisely,
[£/X]" = {ER0 : 0 € Ty},
where for each o € X
Sno ={¢o: ¢ e TN}
and £0 € Yy is defined by
§o(k) = &(a(k)), for k € [N].

Below is a combinatorial formula which relates the value of a Schur function at a general
point to the values of Schur functions at (1,...,1). The formula will be used to study limit
shape of perfect matchings on a square-hexagon lattice, and moreover, the formula may
also be of independent interest.

Theorem 2.4. Under the assumptions above, the Schur function can be computed by the
following formula

n (i,o‘) n
(25)  sx(@n..oan) =Y (HxL¢ W”) (st,@(N)(l,...,l))
=1

Fe[Sn /BRI =l
1
o U § e
. . m . p— "L‘ .
1<J, o (i) o (j) o(®) o(7)

where 0 € T N XN is a representative.
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Theorem 2.4 will be proved in Section 3; it can also lead to asymptotic results for Schur

functions at a general point (x1,...,2zx); see Section 4. In the appendix, we give concrete
examples to verify Theorem 2.4. It is straightforward to check that when N > 2 and
x1,...,xN are pairwise distinct, the righthand side of (2.5) recovers (2.1).

For simplicity, we make the following assumptions.

Assumption 2.5. Let (x1,...,zn) be an N-tuple of real numbers at which we evaluate
the Schur polynomial.
e Xy >xIo>...> Xy, and
e N is an integral multiple of n; and.
o {z;}Y | are periodic with period n, i.e., x; = zj for 1 <i,5 < N and [i mod n] = [j
mod n].

Let o9 € [Xn/3%]" be the unique element in [Xy/SX]" satisfying the condition that for
any representative og € oo, we have
(2.6) Toy(1) 2 Tap(2) = -+ = Tap(N)-

Assumption 2.6. Assume x1,...,xN satisfy Assumption 2.5.
Let s € [N]. Assume there exists positive integers Ki, Ko, ... Ky, such that

(1) 2oi Ki = N;
(2)

(2.7) H1 > ... > s
are all the distinct elements in {\1, A2, ..., AN}
(3)
Al =X =...= Ag, = u;
AK 1 = AK 42 = o = AK 4K,y = H2;
Ay Ky =AY K = e =AY K, = s
(4) Let
(2.8) Ji={tc[s]:Tpen], st. x5 = zi,and A\, = e}

(a) If1<i<j<n,leJ;,andte J;, thenl <t.
(b) For any p,q satisfying 1 <p<sandl1<q<s,andq>p

C1N < Hp — pg < CoN

where C1, Cy are constants independent of N.
(c) s and n are fized as N — oo.

Assumption 2.6(4)(a) may also be interpreted as follows. First of all, we note the fol-
lowing elementary lemma:

Lemma 2.7. Let J; be defined as in (2.8). Then for any1 <i<j<n,l € J;andtec Jj,
we have | < t.

Proof. By Assumption 2.5, if ¢ < j, then x; > x;. For any | € J; and t € Jj, there exists
1<p< Nand1l<qg<N,such that

xo‘o(p) =T; > ;= xo’o(Q);
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and
)‘p = Hi; )\q = Mt
By the definition of ¢ in (2.6), we obtain p < ¢. By the definition of partition we have

Ap > Ag, and therefore y; > pe. By (2.7) 1 < t. O
Assumption 2.6(4)(a) actually assumes the strict inequality [ < ¢ when [,¢ satisfy the
conditions of Lemma 2.7. We write A1,..., Ay in decreasing order, and g)(1), - - -, Tgo ()
in decreasing order, and obtain a 2 x IV array as follows:
(2.9) A Ao ... AN ‘
xao(l) xgo(g) ‘e xUO(N)

In the 1st row, there are exactly s distinct values; while in the 2nd row, there are exactly
n distinct values. From (2.6) and Assumption 2.5 we can see that the 2nd row of (2.9) is
the same as

Llyeeey X1, L2y e ey X2y yTp ...,y

where the 1st % entries are x1’s, the next % entries are xzo’s, and so on. Similarly, by
Assumption (2.6), we can see that the 1st row of (2.9) is the same as

M1y eeey W1y 425 o v oy 2o vy gy o vy sy

where the 1st K entries are p1’s, the next Ks_1 entries are us’s, etc. Then J; consists of
all the indices ¢ € [s] such that there exists a value p; in the 1st row of (2.9), which is in
the same column as a value x; in the second row. Then Assumption 2.6(4)(a) says that
for any j € [N — 1], if 250(;) > Toy(j41), then Aj > Aj11. In other words, no index ¢ € [s]
can appear in more than one J;’s for i € [n]; or the collection of sets {J;};c[, are pairwise
disjoint. In particular, this implies that s > n.

As we shall see later in Lemma 4.8, under Assumptions 2.5 and 2.6, as N — oo, the
counting measures of ¢(%70)(N) converges weakly to a limit measure m,;.

Let

(2.10) Hun, (u) = /0 e R, (t)dt + In <ln(“) >

u—1
and Ry, is the Voiculescu R-transform of m; given by
1 1
el
Where Sp, is the moment generating function for m; given by
(2.11) S, (2) = 2+ My (m;) 2z + Mo(m;) 2> + ...

My (m;) = [ #*m;(dz); and S (2) is the inverse series of Sm, (). See also Section 2.2 of
[7] for details.
We may further make the assumptions below

m; —

Assumption 2.8. Assume 1y =1 > 0 and (x2 n,...,TnN) changes with N. Assume
that for each fized N, (x1.n,...,2TnN) satisfy Assumption 2.5. Suppose that Assumption
2.6 holds. Moreover, assume that

log <min1§i<]§n %
lim inf >
N—oo N
where « s a sufficiently large positive constant independent of N.

>Zoc>0,
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Theorem 2.9. Under Assumptions 2.8 and 2.6, for each given {a;,b;}}_ |, when a in

Assumption 2.8 is sufficiently large, uy,...,ur are in an open complex neighborhood of 1,
we have
k
.1 syxwm(wmziN, ..., UkTE N, Tkt 1N, - - TN,N)
2.12 lim —lo : : . - = Qi (u;
( ) N—=oo N g S)\(N)(xl,Na”-ny,N) ;[ Z( 1)]

where for 1 <i <k,

(1) if [i mod n] # 0,
Qi(u) =

Hmi mod n(u) o (n — [Z mod nD log(u).

n n
(2) if [i mod n] =0,
Hpm, (u
n
Moreover, the convergence of (2.12) is uniform when wuy,...,ux are in an open complex

neighborhood of 1.

Theorem 2.9 is proved in Section 4.

2.2. Square-hexagon lattice. Consider a doubly-infinite binary sequence indexed by
integers Z ={...,-2,—-1,0,1,2,...}.

(2.13) a = ( ..,a_92,0_1,00,01,02, .. ) S {0, 1}Z.

We now define a bipartite plane graph SH(a), called whole-plane square-hexagon lattice
associated with the sequence a. The vertex set of SH(a) is a subset of % X %. Each vertex
of SH(a) is either black or white, and we identify the vertices with points on the plane. For
m € Z, the black vertices have y-coordinate m; while the white vertices have y-coordinate
m — % We will label all the vertices with y-coordinate ¢ (t € %) as vertices in the (2¢)th
row. We further require that for each m € Z,

e each black vertex on the (2m)th row is adjacent to two white vertices in the (2m +
1)th row; and

e if a,, = 1, each white vertex on the (2m — 1)th row is adjacent to exactly one black
vertex in the (2m)th row; if a,, = 0, each white vertex on the (2m — 1)th row is
adjacent to two black vertices in the (2m)th row.

See Figure 2.1.

The square-hexagon lattice defined above is related to the rail-yard graph; see [4].

We shall assign edge weights to the whole-plane square-hexagon lattice SH(a) in the
following way.

Assumption 2.10. For m € Z, we assign weight x,, > 0 to each NE-SW edge joining the
(2m)th row to the (2m+1)th row of SH(a). We assign weight y,, > 0 to each NE-SW edge
joining the (2m — 1)th row to the (2m)th row of SH(a), if such an edge exists. We assign
weight 1 to all the other edges.

It is straightforward to check that in the graph SH(a), either all the faces on a row are
hexagons, or all the faces on a row are squares, depending on the corresponding entry of
a. A contracting square-hexagon lattice is built from a whole-plane square-hexagon lattice
as follows:
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(A) Structure of SH(a) between the (2m)th
row and the (2m + 1)th row

m

m m m m

N

(B) Structure of SH(a) between the (2m —1)th
row and the (2m)th row when a,, =0

S

2
(¢) Structure of SH(a) between the
(2m —1)th row and the (2m)th row when
am = 1

FIGURE 2.1. Graph structures of the square-hexagon lattice on the (2m —
1)th, (2m)th, and (2m + 1)th rows depend on the values of (a,,). Black
vertices are along the (2m)th row, while white vertices are along the (2m —
1)th and (2m + 1)th row.

Definition 2.11. Let N € N. Let Q = (Q1,...,Qn) be an N-tuple of positive integers,
such that 1 = Q1 < Qo < --- < Qpn. Set m = Qn — N. The contracting square-hexagon
lattice R(2,a) is a subgraph of SH(a) with 2N or 2N + 1 rows of vertices. We shall now
enumerate the rows of R(2,a) inductively, starting from the bottom as follows:

e The first row consists of vertices (i,j) with i = Qq — %, oL QN — % and j = % We
call this row the boundary row of R(€,a).

e When k = 2s, for s = 1,... N, the kth row consists of vertices (i,j) with j = %
and incident to at least one vertex in the (2s — 1)th row of the whole-plane square-
hezagon lattice SH(a) lying between the leftmost vertex and rightmost vertex of the
(25 — 1)th row of R(Q2,a)

o Whenk =2s+1, fors=1,...N, the kth row consists of vertices (i, j) with j = 3
and incident to two vertices in the (2s)th row of of R(£2,a).

(B

The transition from an odd row to the next even row in a contracting square-hexagon
lattice can be of two kinds depending on whether vertices are connected to one or two
vertices of the row above them.

Definition 2.12. Let I} (resp. Iz) be the set of indices j such that vertices of the (2j —1)th
row are connected to one vertex (resp. two wvertices) of the (2j)th row. In terms of the
sequence a,

I :{kE {1,...,N} | akzl}, [QZ{kG {1,...,N} ‘ CLkZO}.
The sets I; and I form a partition of {1,..., N}, and we have |[1| = N — |I5|.



SCHUR FUNCTION AND LIMIT SHAPE OF DIMERS 9

FiGURE 2.2. Contracting square-hexagon lattice with N =3, m =3, Q =
(17 37 6)7 (ala az, a3) - (17 07 1)

2.3. Dimer model.

Definition 2.13. A dimer configuration, or a perfect matching M of a contracting square-
hezagon lattice R(2, a) is a set of edges ((i1,j1), (i2,72)), such that each vertex of R(2,a)
belongs to an unique edge in M. The set of perfect matchings of R(€2,a) is denoted by
M(Q,a).

Definition 2.14. The partition function of the dimer model of a finite graph G with edge
weights (We)ecp(a) s given by
2= Tlwe

MeMeeM
where M is the set of all perfect matchings of G. The Boltzmann dimer probability measure
on M induced by the weights w is thus defined by declaring that probability of a perfect

matching is equal to
1
E | | We.

eeM

Definition 2.15. Let M € M(Q,a) be a perfect matching of R(2,a). We call an edge
e = ((i1,71), (i2, j2)) € M a V-edge if max{j1,jo} € N (i.e. if its higher extremity is black)
and we call it a A-edge otherwise. In other words, the edges going upwards starting from
an odd row are V-edges and those ones starting from an even row are A-edges. We also
call the corresponding vertices-(i1,j1) and (ia,j2) V-vertices and A-vertices accordingly.

We shall associate to each perfect matching in M(£2, @) a sequence of partitions, one for
each row of the graph.

Construction 2.16. To the boundary row Q = (1 < --- < Qn) of a contracting square-
hezxagon lattice is naturally associated a partition w of length N by:

w:(QN—N,...,Ql—l).

Let j € {2,...,2N + 1}. Assume that the jth row of R(2,a) has n; V-vertices and m;
A-vertices. The a dimer configuration at the jth row of R(2,a) corresponds to a partition
w € GT;b | such that

ng’
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* u= (le--aﬂn]‘);

o We label all the V -vertices on the jth row by the 1st V-vertex, the 2nd V -vertex,
..., the njth V-vertex, such that the 1st V -vertex is the rightmost V -vertex on the
Jth row. for 1 < k < nj, py is the number of A-vertices to the left of the kth
V -vertex.

Then we have

Theorem 2.17 ([5] Theorem 2.13). For given 2, a, let w be the partition associated to Q.
Then the construction 2.16 defines a bijection between the set of perfect matchings M(2, )
and the set S(w,a) of sequences of partitions

{(/’I/(N)7V(N)7"7/’l/ Y 7/’1/(0)}

where the partitions satisfy the following properties:
All the parts of u(o) are equal to 0;

[ ]

e The partition M(N). 1s equal to w;

e For0<i <N, ,u(z) S GTT.

o The signatures satisfy the following (co)interlacement relations:

Moreover, if a,, =1, then N(N+1_k) — y(N+1-k)

For N > 1, let A(N) € GT}; be the boundary partition satisfying Assumption 2.6. Let
Q= (Ql <D <...< QN) = ()\N(N) + 1,)\N_1(N) +2,...,/\1(N) +N)

Indeed, 1, ...,Qx are the locations of the N remaining vertices on the bottom boundary
of the contracting square-hexagon lattice. Under Assumption 2.6, we may assume
(2.14) Q = (A, A +1,....B1 —1,B;y,
A9, Aos+1,...,Bs—1,By,..., A5, As +1,...,Bs — 1, By).
where
B, — A +1=K,.
and

S

i=1
Suppose as N — oo,
(2.15) A;(N) =a;N + o(N), Bi(N) =b;N + o(N), for i € [s],

and a; < b) < ... < ag < by are fixed parameters independent of N and satisfy Zle(bi —
a;) = 1. Under Assumption 2.6, it is straightforward to check that for i € [s]

Ms—it1 + Zi:l K

b, = i
: Nso N
i—1
o Ps—itl oy Ky
R |
i Naso N

Here are the main theorems concerning the limit counting measures of partitions cor-
responding to dimer configurations on all the horizontal levels of a contracting square-
hexagon lattice. In Theorem 2.18 we give explicit integral formulas for all the moments
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of limit counting measures at all horizontal levels, from which we can see that the limit
counting measure at each horizontal level is deterministic.

Theorem 2.18. Suppose Assumptions 2.5, 2.8 and 2.6 hold. Let k € (0,1) be a positive
number. Let p|(1—x)n| be a probability measure on G']I"&liﬁ)NJ, which is the probability
measure for partitions corresponding to the random V -edges incident to the |(1 — k)N |th
row (counting from the top) of white vertices in a dimer configuration of a contracting
square-hexagon lattice R(2,a). Let m[p|1_.n|] be the corresponding random counting
measure. Then as N — oo, m[pt(l_,ﬁ)]\”] converge in probability, in the sense of moments

to a deterministic measure m”, whose moments are given by

. 1 = dz p n—1 z pti
/Rxpm (dz) = 2(p + 1)mi ;?{& z <2Qi’“(z) T T n(z — 1))

where for i € [n]

L ) 14y,2x e
Qin(z) =4 T | Hon (2) = (0= 0) 108+ 1 iy, 08 i i
1=r)n [Hm, () = (n — i) log 2] otherwise

and fori>n+1,

o Qz mod n ,R(Z)? if (Z mod n) 7& 0
Qix(2) = { ( Qn,i(z))v if (i modn)=0

Theorem 2.18 is proved in Section 5.

The frozen boundary of the limit shape is the boundary curve of the region where each
type of edge has probability 0 and 1 to occur in the perfect matching (frozen region). The
algebraic curve we obtain for the frozen boundary has special properties, that can be read
from its dual curve, as described in the definition and the theorem below:

Definition 2.19 ([20]). A degree d real algebraic curve C C RP? is winding if:

(1) it intersects every line L C RP? in at least d — 2 points counting multiplicity; and
(2) there exists a point py € RP? called center, such that every line through po intersects
C in d points.

The dual curve of a winding curve is called a cloud curve.

Theorem 2.20. Suppose Assumptions 2.5, 2.8 and 2.6 hold. If |Io N [n]| € {0,1}, then
the frozen boundary consists of n disjoint cloud curves.

Theorem 2.20 is proved in Section 7.

2.4. Height function. The planar dual graph SH*(a) of the square-hexagon lattice SH(a)
is obtained by placing a vertex of SH*(a) inside each face of SH(a); two vertices of SH*(a)
are adjacent, or joined by an edge in SH*(a), if and only if the two corresponding faces of
SH(a) share an edge of SH(a).

By placing a vertex of SH*(a) at the center of each face of SH(a), we obtain an embedding
of SH*(a) into the plane. Each face of SH*(a) is either a triangle or a square, depending
on whether the corresponding vertex of SH(a) inside the dual face in SH*(a) is degree-3 or
degree-4.

Consider the contracting square-hexagon lattice R(2, a). Let R*(€, a) be a finite triangle-
square lattice such that

e R*(Q,a) is a finite subgraph of SH*(a) as constructed above; and
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e R(€,a) is the interior dual graph of R*(£,a).

In other words, R*(2,a) is the subgraph of SH*(a) consisting of all the faces of SH*(a)
corresponding to vertices of R(2, a); see Figure 2.3.

Definition 2.21. Let M € M(£,a) be a perfect matching of a contracting square-hexagon
lattice R(),a). A height function hys is an integer-valued function on vertices of R*(2, a)
satisfying following properties.

Let f1, f2 be a pair of adjacent vertices of R*(Q,a). Let (f1, f2) denote the non-oriented
edge of R* (2, a) with endpoints f1 and fa; and let [f1, f2) (resp. [f2, f1)) denote the oriented
edge starting from f1 (resp. f2) and ending in fo (resp. f1).

o if (f1, f2) is a dual edge crossing a NW-SE edge or a NE-SW edge of SH(a),

— if the oriented dual edge [f1, fa) crosses an absent edge e of SH(a) in M then
har(f2) = har(f1) + 1 if [f1, f2) has the white vertex or e on the left, and
har(fe) = har(f1) — 1 otherwise.

— if an oriented dual edge [fi, fa) crosses a present edge e of SH(a) in M then
har(fe) = ha(f1) — 3 if [f1, fo) has the white vertex of e on the left, and
har(f2) = har(f1) + 3 otherwise.

o if (f1, f2) is a dual edge crossing a vertical edge of SH(a).

— If an oriented dual edge [f1, f2) crosses an absent edge e of SH(a) in M, then
har(fe) = ha(f1) + 2 if [f1, fo) has the white vertex of e on the left, and
har(fe) = har(f1) — 2 otherwise.

— If an oriented dual edge [f1, f2) crosses a present edge e of SH(a) in M then
har(fo) = ha(f1) — 2 if [f1, fo) has the white vertex of e on the left, and
har(f2) = har(f1) + 2 otherwise.

e har(fo) =0, where fy is the lexicographic smallest vertex of R*(2,a).

It is straightforward to verify that the height function above is well-defined, by checking
that around each degree-3 face or degree-4 face of R*(2, @), the total height change is 0.
Moreover, since none of the boundary edges of R(2, a) (by boundary edges we mean edges
of SH(a) joining exactly one vertex of R(€2,a) and one vertex outside R(€2,a)) are present
in any perfect matching of R(£2, ), the height function restricted on the boundary vertices
of R*(€, a) is fixed and independent of the random perfect matching on R(€2, a); see Figure
2.3.

We will prove the following limit shape theorem concerning the height function in Section
6.

Theorem 2.22. (Law of large numbers for the height function.) Consider N — oo asymp-
totics such that all the dimensions of a contracting square-hexagon lattice R(U(N),a) lin-
early grow with N. Assume that

e the edge weights are assigned as in Assumption 2.10 (see Figure 2.2 for an example)
and satisfy Assumptions 2.5 and 2.8 and 2.6, such that for each 1 < i < n and
1 € I, y; > 0 are fizx and independent of N.

For k € (0,1), let m" be the limit in probability of the counting measure for random
partitions corresponding to dimer configurations at level k of contracting square-hexagon
lattices as N — oo (where the bottom boundary is level 0, and the top boundary is level 1).
Recall that the moments of m” are given by Theorem 2.18.
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Fireure 2.3. Contracting square-hexagon lattice R(2,a), dual graph
R*(2,a) and height function on the boundary. The black lines represent
the graph R (2, a), the gray lines represent boundary edges of R(€, a), the
red lines represent the dual graph R*(Q,a), and the height function is de-
fined on vertices of the dual graph. The values of the height function on
the boundary vertices of R*(2,a) are also shown in the figure.

Define

KT
X n

h(x,k):=212(1- n)/ T dmt - 2x + 2k
0

Then the random height function hy; associate to a random perfect matching M, as defined
by Definition 2.21, has the following law of large numbers

har (XN, [£N])
N

where x, K are new continuous parameters of the domain.

— h(y,k),a.s.,when N — oo

3. SCHUR POLYNOMIAL AT (z1,...,Z5) AND SCHUR POLYNOMIALS AT (1,...,1):
COMBINATORIAL RESULTS

In this section, we prove the combinatorial formula to compute the Schur function at
(z1,...,zn) by the values of Schur functions at (1,...,1), as stated in Theorem 2.4.
We shall prove a general formula to compute the Schur polynomial (Proposition 3.4)
at (wy,...,wy) € CV, where the variable (w1, ...,wy) differs from (x1,...,2y) by at
most k components, and then obtain Theorem 2.4 as a special case when (wy,...,wy) =
(z1,...,zn). Proposition 3.4 will also be used to obtain asymptotical results of Schur
polynomials (Theorem 2.9). We start with the following lemma.
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Lemma 3.1. For any £ € Eﬁ, ceXyandl <j <N, we have
057 (N) = 77 (N).
Proof. Since & € Eff,, we have

N7 (N) = [{k k> j, 2oy # Tea(yH = [{E 2 & > 5,200 # 2oy H = 0 (V).

Lemma 3.2. For any £ € E%, o€ Xy and 1l <i<n, we have
¢ (N) = £ (N),
as elements in GT|(je(N).x;=a;}|-
Proof. By Lemma 3.1, we have
SN (N) = {A(N) + 0] (N) : 205 = i} = {N(N) + 157 (N) : gy = 23} = XN,

Then the lemma follows from the fact that ¢(>?)(N) (respectively. ¢{#€7)(NN)) is the parti-
tion obtained by decreasingly ordering all the elements in ®(?)(N) (respectively. &) (N))

O
Let k € [N]. Let
Uj if1<i<k
(3-1) “’i_{xi ifh+1<i<N
Assume
(3.2) k=gn+m, where r < n,

and g, r are positive integers.

Lemma 3.3. Let o € [EN/E%]’". Assume that 01,09 € T be two distinct representatives.
Then we have

(33) [1 % = 11 #

/L'<j7$o'1 (%) 75‘770'1 ) a1 (Z) o1 (j) i<j7xa2(i)7ém0—2(j) o2 (Z) o2 (])

Proof. Assume o1 = oy, where £ € E])\(,. We claim £ is a product of transpositions in Ef\{;.
Indeed, since Eﬁ is a direct product of Sy, St,,..., S7,,, we have

g = H gka
k=1

where &, € St,. For each k € [n], since St is isomorphic to 7, | (the permutation group
of |Tj| elements), & is the product of transpositions in Sz, C Z])\(,. Therefore for each
¢ € Eﬁ, ¢ is a product of transpositions in Z%.

Now it suffices to show that for each transposition n € XX and o € Ly, we have

(34) 11 w% = I %
i<htngFone) 7D T 0 icjagtagg 0O T o)
If n is a transposition of two elements not in {ui,us,...,ux}, then
nexW ={ceSy:w = Wy (i), V 1 € [N]}.
In this case (3.4) obviously holds.
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We now check that if 7 is a transposition involving elements in {uy, ..., ux}, the identity
(3.4) still holds. Without loss of generality, assume that 17 = (ty(q), We(r)), Where a € [k],

b>a and b € [N]. Given that n € 3%, we must have Ty(a) = To(p)- Then

1 - "
T 1 e
w o(i) — w o1
1 o) (o
LR

1<J,Zo (i) T () (@) ()

where
1 1
b (O ) [ R
i< L@y =0 gy 2y OB T L) i<agFram Do) T Wole)
1 1
X 11 — | x 11 —
[i<aomteom 0D~ o) e R A
x 11 L pom,
]
| T>0,36 () 7To (b) o 7y
and
1
D) . [ _ po)
i Eb (Wo(a) = o)) (Wo(i) = Wo))] 7
Then the lemma follows. U

Proposition 3.4. Let {w;}ic|n) and k be given by (3.1) and (3.2), respectively. Then we
have the following formula

(3.5) sx(wiy, ..., wy)

n r
_ 3 | ()] _ Wi Unti  Ugnti
- (Hml > (r[ls(ﬁ(%a)(]\]) (xzvmlaxlalavl>>
1=

FE[EN /BRI Ni=l
n
U; Un+i U(g—1)n+i
X ( H S¢(i,o’)(N) <$', 7 T ,1,...,1
i=r+1 oo ‘

1

Wo (i) = Wo(j)

<\ I

i<j7xo'(i)7éxa(j)
where o € T N XN 1S a representative.

Proof. First of all, by Lemmas 3.2 and 3.3, the right hand side of (3.5) is independent of
the choice of the representative in & € [Sx/Zx]".
For i € [n], let

(3.6) T;={j:j€[N],z; =z}
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Let St be the subgroup of ¥ consisting of all the permutations within I; while pre-
serving all the elements outside I;. Note that

Sy, c XX, Vie|[n]
ST«; mSTj = {Zd}v Vi# g,

where id is the identity in Xy. Indeed, E% is the direct product of St,,, S1,, ;5. .., S1y-
Hence we have

o = Eﬁo’ = STnSTn,1 et STla.

Recall the well-known formula to compute the Schur function

We (1)
sx(wi, ..., wy) = Wt L —
2\t L
_ A A W (5)
= > 2wyl
e[Sy /SX|r o€ i<j o(i) a(j)

If some w; = w; for some i # j, the right hand side is computed by the limit limy,, ;. To
prove (3.5), it suffices to show that for each & € [Ey/X%]", we have

A A We (i)
ooty et [ —

o€ i<j Wo(i) = Wa(j)

n
|¢(2) (N))] i Unti Ugn+i
() (e (255 55500
=1
ﬁ U Un+i U(g—1)n+i 1 1
7,(7)(N i, ; ey i g lyeeey
1
<\ Il —

W) — We (i
1<J,To () FTo () (@) o(7)

We have
; Wty “wﬁivmguw
= éng;m'-“'&;n w?i‘..slo(l) ’ sn Lo N)E we,, &zuin g151(5:...510(j)
B éng;:rn'.“.&g«;:q w?i‘..gla(l)"'wgﬁ.gla(mng#%(j) wgn.,_gj(i?flli}(gi:...gla(j)

- wn...ai
H H En--&10(i)

el i<, (= ay=tn  en-E10(0) T Wen..£10(7)
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Note that if z,(g) = p, for some h € [n] and &; € St;, for all i € [n],

n---&10(g9) = &nlo(9))

Then by Lemma 3.3, we obtain

o2 1
E:T@bnqﬁ&Jlggﬂugf _ I1

= i<i W) T We) |, W) T Wal)

e g9 Weyo(i
M(s T owm 1 e

Wepo(i) — Weyo(h)

§hEST), %o (g)=Th 1<J, o (i) =To(j)=Th
Note that
Z H W H Wepo (i)
§nEST), 9o (g)=Th i<j2oy=toy =ty I Eno(y
|p(o) (V)] Up  Un+h Utn+h
= x S (o —, cey ,1,...,1).
h oM\ 2y Tp
where
‘ q if1<i<r
Tl g—-1 ifr+1<i<n
Then the proposition follows.. O

Proof of Theorem 2.4. Theorem 2.4 follows from Proposition 3.4 by letting u; = x; for
all j € [k]. O

4. ASYMPTOTICS OF THE SCHUR POLYNOMIAL AT A GENERAL POINT

In this section, we use Proposition 3.4 to study the asymptotics of Schur functions at a
general point. The main goal is to prove Theorem 2.9. Note that Proposition 3.4 expresses
the Schur polynomial at a general point as a sum of Schur polynomials at (1,...,1); when
(z1,...,zyN) are periodic with a fixed finite period n as in Assumption 2.5, the number
of summands to compute the Schur function at a general point in the formula as given in
Proposition 3.4, is exponential in N. The idea is to find a leading term among all these
summands, and then use the leading term to study the asymptotics of the Schur polynomial
at a general point.

Recall that evaluating the Schur function S0l () atb (1,...,1) can be done by using
the Weyl character formula

o7 () — (N k-
ki

sgenon(L )= ]

1<j<k<I|Ti

where T; is defined by (3.6) for ¢ € [n].
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With the help of the Weyl character formula, (2.5) can also be written as

N (40) _ p60) o g _
S)\(:Iil,...,xN) = Z (H /\(N)> H H ¢] Zk_j+ ]

Fe[Ey /B \i=1 i=11<j<k<|Ty|

Loo(1) " Too(v)
55221) 'fU(?](VN)

4y = T o] [T 2] TEEEAS T
] UL o0 [ 2]

For i,j € [n], t € [s], 0 € ¥, define

(4.2) 1750 ={p:p € [N],Zoy(p) = Tis To(p) = Tjs Ap = e}
We may interpret I; ;; as follows. Consider a 3 x N array
A1 Ao ... AN
B:i=| Zs1) Tog2) -+ Too(N)
To(1) To(2) -+ To(N)

Then I7;, consists of all the column indices p, such that
B(1,p) = pu, and
(4.3) B(2,p) = x;, and
(44) B(S,p) = .'L'j
We use |17 j,t‘ to denote the cardinality of the set I7. it
Recall that for i € [n], J; is defined in (2.8). Let
(4.5) 17 = Ve di e = Ve i -

That is, I7; consists of all the column indices p € [N] such that (4.3) and (4.4) hold. The
last 1dent1ty follows from the fact that I7., = () unless t € J;. Since the right hand side of

z gt T
(4.5) is a disjoint union, we have
(4.6) 1751 = > 15l =D |1
teJ; te(s]
Recall also that T; is defined by (3.6), we have
(4.7) 00 (T2) = Ujelm ITj = Ujeln) Yiess I
(4.8) 0~ H(T}) = UiginI7; = Yiep Ures; 1T,

where for j € [n] and 0 € X,
o HTy) = {l € [N] : 25y = 2}
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Lemma 4.1. Let P be a nonempty, proper subset of [n], i.e.
PClnly  P#0;  P#[n
Let P¢ = [n] \ P be the complement of P in [n]. Then

(4.9) Do =22 1l

1€P jePe 1€P jePe

Proof. Let
Xp ={z;i:ie P} Xpe ={z; :1 € P}

By (4.2), the left hand side of (4.9) is equal to
(410) ‘{p ‘pE [N],xo-o(p) € Xpawa(p) € X’PC}‘;

= |{p ‘pE [N]uzao(p) € XPH - |{p ‘pE [N]axcro(p) € X’Pwra(p) € XP}|
while the right hand side of (4.9) is equal to
(411) |{p ‘pe [N]axao(p) € XPC7'TJ(p) € XP}‘;

= ‘{p ‘b€ [N]axa(p) S XP}’ - |{p ‘b€ [N]vxao(p) € X’P7£o‘(p) € XP}‘
Since both ¢ and og are bijections from [N] to [N], both (4.10) and (4.11) are equal to

{a:q€[N],zg € Xp} — {p:p € [N], 2oy(p) € XP,Zo(p) € XP};
then the lemma follows.
Lemma 4.2. Assume (2.7) holds, and 0 € Xn \ 9. For p € [n], let

my =max{l: 1l € Jp}
Let
(4.12) L:o= > > [l = 1]l G-
1<i<j<n t=1

Then we have

n p n n P
L= 130 >0 > e = pny) el + D0 DD (ttmy — 110) |14

=1 | i=1 j=p+1tcJ; i=p+1 j=1teJ;

In particular L > 0. Moreover, if Assumption 2.6 holds, then

1. - o
(4.13) Loz gmin(uy—pg)d, > |
i=1 jen\{i}
C'1 g o
S N
i=1 jefnl\ (i}

Proof. We shall rewrite the right hand side of (4.12) as follows:

(4.14) L:ZMt Z IIZj,t\(j—i)— Z |IZj,t}(i—j) )
t=1

1<i<j<n 1<j<i<n
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which is also equal to

n _p n S n V4 S

(4.15) Lo= Y I3 3 S g = >0 > > wlr Jt]
p=1 = p+1 j=
n

~

i=1 j=p+1 t=1 i= 1t=1

- zz P ED DSl M]

p:l 7,:1 ]:p 1= p+1j 1ted;

To see why (4.15) follows from (4.14), note that for each given (a,b) € [n]?, a < b,

in Zp DYDY/ ENED Yl 1,ut‘1”t‘, the monomial

,b— 1, which is exactly (b — a) times.
By Lemma 2.7, we have

12 |8 Sl S5y ]

i=1 j=p+1tecJ; i=p+1 j=1teJ;

Iabt’ is added when p = a,a +

Let
P =[pl C [n].
By Lemma 4.1 and (4.6), we obtain

>3 Slmd= Y Y Y

1=1 j=p+1ted; i=p+1 j=1teJ;

Therefore L > 0.
Moreover, we have

(4.16) L = L—0
n P n s
S S S 3 Y s m]
p=1 [i=1 j=p+1 t=1 i=p+1 j=1 t=1
n p n S
S [ S S S Y ]
= i=1 jp+1 t=1 i=pt1j=1 t=1

1
n p
= > (e = pany,) 17541
P
+ DD ey — 1) |14

Under the assumption that o ¢ @, there exist i,j € [n], i # j and t € [s], such that

IO’

it| > 0. The following cases might occur
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e there exist ¢ < j such that » 7, |I

o t‘ > 0, then by (4.9) we have for any positive

integer p satisfying ¢ < p < j,

D ID D DD 9 SIS

a=1b=p+1 t=1 a’'=p+1b'=11t=1

Then there exist i’ > j', such that 37/ |I7 . ;| > 0.

e there exist ¢ > j such that > ;_, ) i, t‘ > 0, then by Assumption 2.6 for any 7 < j,
l € Ji, t € Jj, we have | < t, then by (4.16), we obtain
n n ' n n '
L > T;lggl(/‘p _Hq)z Z ZZ 1754 | = min (s, _Nq)z Z Z |77

. - p<q . -
r=1i=r4+1 j=1teJ; r=1i=r+4+1 j=1

By Lemma 4.1, we have

n

L ominn - Y D 1)

r=1i=1 j=r+1

_ minp<q(éup—ﬂq) Z } j| )+ Z ‘ ‘

1<j<i<n 1<i<j<n
miny<q(1p — 11g) - o
- 2 2 2. 1
=1 jen]\{i}
CIN & "
> =) >
=1 je[n)\{i}
where the last inequality follows from Assumption 2.6. Then the Lemma follows.
0
Then
A1 AN
x e x
oo(1) oo (V)
(4.17) N
o) Lo (N)

- 11 H<x> el 17| =117

1<i<j<nt=1
H < T;  Tit1 :rj_1>2t 1‘““@”’ |thH
xA x oo " x
1<i<j<n \TAHL T2 j
2\ Ssicsen S e[ |18 o |16 0[] G0
> min —
1<i<j<n Z;

If Assumption 2.6 holds, then by (4.13), we have

A1 .. €T ming<q(pp—fiq)
7o(1) > min =
T\ 1I<i<ji<n T

AN

oo(N)
A

ma%l) o xoévN)

T T
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Lemma 4.3. Let 0 be defined as in (2.6) and o € Xn. Then

H Zog (i)
i<JsTag (i) FLg () Top(i) ~Tog i) T
= >
1. Ta (i) H . =1
1<) %e(1)FTo(5) To(i)Ta(j) zi7x5,05 (@) >0 1 (§),0 "1 (6) <o 1(4)
Proof. Note that
o9 (8) 1— % -1
Hi<ﬂ'%o<i>¢%0m Tag(i) ~Too() | _ Hﬂ«“i#fﬂjﬁ&l(i)<"61(ﬂ')< B 97)
o _Tey | 2\ 1
HKJ’%@#%(J') To (i) ~To(j) Hm#ww—l(i)@—l(j) (1 N xJ)
I1 1 . S (1-2
_ T #T5,00 (1)>04 " (§),0 71 (i) <o 1(j) zi )| zj
I1 Sl 1y a (1= T
zi#xj,00 (i)<og ()01 (i)>0~1(5) ; w00 (i)>0y " ()01 (i) <o~ 1(j)

> 1
where the last inequality holds because oy (i) > o *(4), by (2.6), we obtain 2; > 2; O

Now we consider
B 00 ki

n
ILizi [hiejangmy =
1, 11 ol o)
i=1 [li<j<k<im) =

It is straightforward to see that

R T L L |
i=11l1<j<k<iTy] k—j

¢(’L°') ¢10)+k H (i,a‘) _a
H?:1H1§j<k§\T|kk—]j =1 <J<’“<|T|¢ TR

(4.18)

Before giving a lower bound to the right hand side of (4.18), we first recall the following
estimates for factorials.

Lemma 4.4. Let k be an arbitrary positive integer. Then

E\*F E\* o
2wk | — ) elzk+l < k! < V27wk | — | eT2k
e

e

Proof. See Exercise 3.1.9 of [13]. O
We have the following lemma

Lemma 4.5. Under Assumptions 2.5 and 2.6, we have

(4.19) H I = i _j > Gl

i=11<j<k<|Ty| D5 — o7 k- ]

where Cg > 0 is a constant independent of N .
Proof. For any 1 < j < k < |T;|, there exists j/, k' € [N]No~}(T;), 7/ < k', such that
0< 6" =617 = Ay = M+ —
Under Assumption 2.6, we have
0 < )\]/ — )‘k’ < CQN
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Moreover
0<ny —mw <N —|Tj]
and
0<k—j<I|T
Therefore we have

n b n H|T| 1( )
01 : i ey

1,0) 1,0 ITI(\TI 1)
i=1 1§j<k§|T\¢( —45 - i + )N} =2

{(c
ﬁ <{ Co J‘FT"N}TI>T|

=1

v

1

v

By Lemma 4.4 and Assumption 2.5 we have

N
n

;! n A\ 1
{(Cy + 1)N}I Tl = (eN(C2+1)> - <6n(02+1)>

Then
n N2
H k—j > ( 1 )n
i=11<j<k<|T}| Qby’o) (1 ?) +k— en(Cz + 1)
Choose C3 = % (14 logn +log(Cs + 1)), then the lemma follows. 0

Remark 4.6. Lemma 4.5 can also be obtained as follows. Note that the left hand side of
(4.19) is exactly the reciprocal of [7, sgti.o) (1, ..., 1). The Schur polynomial s 4.0 (1, ..., 1)
counts the number of perfect matchings on a contracting hexagon lattice with boundary par-
tition gwen by (%) . Under Assumption 2.6, all the boundaries of the contracting hexagon
lattice grow linearly in N, and therefore the number of vertices in the contraction hexagon
lattice is O(N?). Hence the total number of perfect matchings is bounded above by ONV?),

Proposition 4.7. Suppose Assumptions 2.8 and 2.6 hold, and let o be given as in As-
sumption 2.8. For each given {a;, b;}_,, when « is sufficiently large, for any o ¢ Gy we
have

<Hn ‘z(bN o )|> <H?=1 Sqﬁ(i’ﬂo)(N)(la"'vl))
(H?:l xy)]i; U)(N)l) (H?:l Spor () (L 1))

(4.20)

-1
(Hi<j,wao<i>,N¢xao<j),N %ou),N—%ou),N) > (ON?

-1 -
(Hi<j,xa(i),zv¢wo<j),zv xa(i),N*Iau),N)

where C' > 0 is a constant independent of N and o, and increases as « increases. Indeed,
we have

lim C = co.
a—r00
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Proof. Let R denote the left hand side of (4.20). By Lemma 4.3, we have
(Hivzl xﬁé(i),N) (H?:l Sptioo) (N (Lo 1))

(Hz‘N:1 xi(z)N) (H?:l S vy (Lo 1))

(4.21) R >

By Lemma 4.5, we have

H?:l 3¢<@“0)(N)(17 cey 1) - e—C3N2
H?:l Sd)(i,a)(N)(l, ceey 1) -
where C3 > 0 is a constant independent of N. Under Assumption 2.8 and Assumption 2.6,

we have
A A N _ o Ie
Lo (N T g (V)N AN (Cicizn Zigicniz 151)

(4.22) 3 3 > ( min
If o in Assumption 2.8 satisfies

2C

> =
Ch

we obtain

Cla

R > e_<%_c3>N2

Choose C = % — (3, then the lemma follows. O

Lemma 4.8. For i € [n], let J; be defined as in (2.8). Under Assumptions 2.5 and 2.6,
assume that

J — {di,di+1,...,di+1_1} if1<i<n-1
v {dp,dp, +1,...,s} ifi=n

where dy, . ..,d, are positive integers satisfying
l=di<dy<...<d, <s
Let
dnt1:= s+ 1.
For j € [s], let aj,bj be given by (2.15).
o Ifien], for0<k<dit1—d;—1, let

s—d;—k+1 s—d;+1
ﬁi,k = n(al—i— Z (al—bl_1)>—l—n—i+1—n Z (bl—al)
d.

s—d;—k+1 s—d;+1
Yik = n(a1+ Z (al—bl_1)>+n—i+1—n Z (bl—al)
d.

Then the counting measures of qS(i’UO)(N) converge weakly to a limit measure m; as
N — oco. Moreover,

o ifi€[n], for 0 <k <dj1 —d; — 1, the limit counting measure m; is a probability
measure on [Bi.1,%id, 1 —d;—1) with density given by

dm; [ 1, if i <o < i
dx 0, if vir <2< Bkt
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Proof. First of all, it is straightforward to check that Under Assumptions 2.5 and 2.6, for
i € [n], the limiting measure m; has constant densities of 0’s and 1’s on finitely many
alternating intervals. It suffices to determine the endpoints of these intervals on which m;
has constant densities.

Note that under Assumption 2.5, we have

xgo(%Jrl) =...= xd()((H—i)N) = Ti41, vl e {0, N 1}
Then for i € [n], j € [IN], such that
N

(4.23) j=0G- 1); +p
for some p € [%] we have

(n—1i)N

0O(N) =
n;°(N) -

Then
(424) )\j =, tE {dz,dz + 1, .. .,di+1 — 1}

Under Assumption 2.6, we obtain

io n—1)N
oF 0)(N):7( n) + pa-

Let k =t —d;, then k € {0,1,...,d;+1 — d; — 1}. From (2.15), we obtain
s—t+1
hm——al—f—z al—bll

N—oo N
Moreover,

s—d;+1 N_p s—d;+1
1—n< Z (bl—al)>>lgnoonN Zl—n( Z (bl—al)>

l=5—t+2 l=s—t+1

=2

Hence for each fixed ¢ € J;, for all p € [&] satisfying (4.24) and (4.23), we have

(Z}Uo)(N) + N
-p
u N & € [IBi,k:a ’Yz,k]
n
One can check that m; has density 1 in (8 ,7vix) for & € {0,1,...,d;iy1 —d; — 1}, and
density 0 everywhere else. Then the lemma follows. O

lim
N—o0

Lemma 4.9. Let oo satisfy (2.6), and let 5o € [Sn/Ex]". For 1 <i <k, assume oL s in
an open complex neighborhood of 1. For any o € ¥, let

_ (o) (N Ui Un+i Ugn+i
GU - (1_‘! ) <H5¢(10) ( 7 N = ,1,...,1))
i=
" U; U : u :
( H 3¢(z0) < ! n+z..., (q_l)n+z’1’...,1>>
T €T;

« 11 I

1<J\%q (1) FTo(j) o (i) 7(7)
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Suppose that Assumption 2.8 holds. When « in Assumption 2.8 is sufficiently large, we

have
2
’GUO > CN

Go

where C' > 0 is a constant independent of o, N and (uy,...,ux).

Proof. First of all note that

1
Hi<]§%(¢)#%(j) We () —We(4) -1

1
Hi<j’x00(i)7észo(j) We (i) W (5)

We can express the quotient of two Schur polynomials as an HCIZ integral as follows

U; Un4i Ugn+i
8462 () (97 3%11)

Sd)(i,g)(N) (1, ey 1)

U(j—1)n+i U(1—1)n+i U(t—1)n+i
IOg((]mli)+>_10g<(l;i)+> 10g<(ta:1;+>
- H UG—)n+i _ Y(l—1)n+i H H Ut—Dn4i 1

1<j<i<qg+1 z; x4 1<t<g+1q+2<j<N Z;

% / etr(U*ANUBN)dU
U(N)

Ay = diag [log (uz) ,log (unﬂ> ,. .., log (%n—m> 7O,...,O]

By = diag [gsg""’)(N) +N 1,68 (N)+ N =2,..., %7 (N )]

where

Under Assumptions 2.5 and 2.6, we have

6" (N) + N — j| < CN

log(uSﬂH)lgC, for0<s<gq

£y

for all j € [N] and i € [n], where C' > 0 is a constant independent of ¢, j and N. We obtain

/ etr(U*ANUBN)dU
U(N)

/ eZ1§i§q+1,1§j§N AN(i,i)U(iJ)BN (j,j)U(i,j) dU
U(N)

< e(q+1)02N

Then there exists a constant C' > 0 (which might be different from the C' above, we abuse
the notation here, and similar below), such that

. U; Unii Ugn+i
S¢(z,a)(N) (Ii7 T ”'77751' ,17...,1) < CN

Sd)(i,o')(N) (1,,1) -

(4.25)
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Note also that for each i € [N], as N — oo, by Lemma 4.8 the counting measure for
$(H70) (N') converges to a measure m;. By Theorem 4.2 of [7], we have

y | 8 4(i:00) (N (%’“%ji,..,“%;ri,l?...,l)
im — log
N—oo N S¢<¢,g0)(N) (1,...,1)

_ 1 |:Hml (m) +Hml <Un+z) ++Hmz (an+z>:|

where Hy,, is a function defined by (2.10). In particular, Hm,(u) is an holomorphic function
of u when u is in an open complex neighborhood of 1. Therefore there exists constant C' > 0,
such that

on $4(i:00) (N) (%,ugzﬂ -..,u%;’i,l,...,l> on
(4.26) e 7 < <e
Sqf)(i‘ao)(N) (17 ey ].)
when 7%, u’;’i,...,% are in an open complex neighborhood of 1 and when N is suffi-

ciently large. Then

Ui Un+i Ugn+i

Sd)(’iadﬂ)(N)(:ci’ x; ) x; ""71> :DEF

Uj Un+i Ugn+i
S(f)(i’a)(N) (E, R ...,%,1,...,1)

where
D - 8¢(i,00)(N) (%, u;jl ”‘71%%:1"17”.71)
3¢(i,o‘0)(N) (1,,1)
E o S(f)(i’JO)(N) (1, ey 1)
5¢(i,a)(N) (1, ceey 1)
S (i 1,...,1)
¢(W7)(N)( ) )
F =
X U; Un+i Ugn+i 1 1
3¢(z,0)(N) z;) 7wi ...,7wi I

For some constant C' > 0, we have D > e~V by (4.26), F > e~ by (4.25). Then the
lemma follows from Proposition 4.7.
O

Recall that J; was defined as in (2.8).

Lemma 4.10. For i € [n], by Lemma /.8 let m; is the limit of counting measures for the
partition (70 as N — oo, where the counting measure for a partition is defined by (2.2).
Let Hu,; be defined by (2.10). Under Assumptions 2.5, 2.8 and 2.6, the moment generating
function for m;, as defined by (2.11), is given by

di+1—di—1 1 ﬁ
B x
Smi (Z) = IOg -
]HO L =iz
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Proof. Under Assumption 2.5, 2.8 and 2.6, the components in ¢(4°0) takes finitely many
values for all N. Note that if o¢(j) € T}, then

n;° =N — %
Then
e if 0o(j) € T;, i € [n], then there exists an integer a, such that 0 < a < d;11 —d; — 1
and
s—d;—a+1

Aj = Hdijta = Z (A —Bi—1—1)
1—2

By Lemma 4.8, for each i € [n] the k-th moment M} (m;) of m; is

dip1—di—1 _k+1 ﬂ]f-i-l
27]

77:, . .
Mym) = 3, = 1
=0

Then the Stieljes transformation for m; is

Ston. (£) = }+M1(mi)+M2(mi)+

t t2 t3
dip1—di—
— +1Z 11 t — B/Lv]
= og ——=.
e t="ij
Then the lemma follows from the fact that Sm,(z) = Stm, (1). O

By (2.10), we can also compute

1 1
Hr/nz (’U,) = (-1 -
uSy, (logu) w—1

By Lemma 4.10, we obtain

m;

where z and u satisfy the following condition:

d,urlfdifl

1 _ .
u= H ﬁ, Vi € [n].

e B S U -

7=1
Proof of Theorem 2.9. By Proposition 2.4, both s\(n)(v1Z1, N, - - -, UkT1 N, Tkt 1N - -+ TN,N)
and sy(n)(T1,n,--.,TN,N) can be expressed as a sum of HEN/Eﬁ]T‘ terms. Under Assump-
tion 2.8, we have

N!
[En/EZ8] | =

(G

By Stirling’s formula (see also Lemma 4.4) we obtain

1
(4.27) lim [[Sn/S8]7 Y =n.
N—oo
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By Proposition 4.7 and (4.27), when « in Assumption 2.8 is sufficiently large,
SA(N)(%, o TN)
T e (T 1
d) 4,00) (N 7CN2
_ (H:c ) (Hs¢(i,go>(N)(1,...,1)> I — (1+e )
i=1 i=1 i<G\T oy (1) oy () a0(%) 0(7)

For 1 <i< N, let

) wm N for1<i<k
We,N = ziny fork+1<i<N

When each one of wuq,...,u; is in an open complex neighborhood of 1, respectively, by
Proposition 3.4 and Lemma 4.9, we have

S)\(N)(wl Ny--- wNN)
(4,90)
= (H 0 ) (H Splio0) (N uuun-&-iw--auqn+i717~--71)>
i=1
n
X ( H S¢(i,ao)(N) (ui,um_i, <oy U(g—1)n+is 1, ey 1))
i=r+1

1 _
X H e <1+e CNZ)

- W (i),N — Wao(j
i<ag 0 Feag) O 70

where w1, ..., wy is defined as in Lemma 4.9, for some constant C' > 0 independent of N.
Therefore,
1 S)\(N)(ull'l,N, o URT R Ny TRt 1,Ny - - - ,xN’N)

lim — log

N—o00 SA(N)(:El,Nw'-a-TN,N)

1- ]- 1 H;=1 S(z)(i»UO)(N) (uiaun+i-..,'I,an_;'_z"l,___’l)

= lim —log
N*}OON HZTL:l Sd)(i,o'o)(N)(l,...,l)
i 1
Hi:r+1 8 (i,50) (N (uz‘7 Unti -+ s W(g—T)ntis Ly -+ 1) <Hi<j’x00(i),N7éxvg(j),N m)
-1
(H’L‘<j71'oo(i),N7é$go(j)’N zgo(i)yN_xao(j%N)
= Sl + 52,
where
S li ! 1
= lim —lo
! N—oco N &
It sgto0 vy (Wir Un - - tgnis 1 D) TIZ 1 Sgton vy (Wi Ui -5 Wg—tyngis L5 1)
H;’le Sd)(i,o'o)(N)(l, ey 1)
1 xO’(l)N_xo'()N
Se = lim —lo (%), 0(4),
2 N—oco N & H

- Wao(i),N — Way(j
i<hog(iy N FTg (v O T To0GLN
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Note that for each 1 < i < n, ¢(470)(N) € GTL . By Theorem 4.2 of [7], for each 1 < i < r,

we obtain

. 1 S¢(i,oo)(N) (ui,un+,~ e ,uqn_H-, 1, ey 1) 1 g
lim — log =— Hm; (Wittn)
N—oo N Sytoo) vy (Ly oy 1) n tz_% e

For each r + 1 < i < n, we obtain

. 1 Sp(i70) (N) (uiaunJr’i . ~-7u(q—1)n+iala--- 71)
lim — log =
N—oo N

S|

q—1
[Z Hiy,, (ui+tn)]

5¢(i,vo)(]\/)(1a ceey 1) =0

Therefore we have

S= Y He 0t Y Heow

1<i<k,[i mod n]#0 1<i<k,[i mod n]=0

Moreover,

n—1 qg—1 n

q
g toe | (TTTT T o2ame ) (] U I o

i=11=0 j=it1 iHtntLN T LN =t 1=0 jeit1 iHtnLN TN

S

n

1 o .
R D N S e L
TN <i<ki mod n]#£0.} {j=li modn]41} il modnlN T TLN

n

= —% Z Z log (u;)

{1<i<k,[i mod n]#0.} {j=[¢ mod n]+1}

where the last identity is obtained from Assumption 2.8. Then the theorem follows. g

5. PERIODIC DIMER MODEL ON CONTRACTING SQUARE-HEXAGON LATTICE WITH
PIECEWISE BOUNDARY CONDITIONS: LIMIT OF THE MOMENTS OF THE COUNTING
MEASURE

In this section, we study the periodic dimer model on contracting square-hexagon lattice
with edge-weight period 1 X n and piecewise boundary conditions by analyzing the Schur
function at a general point using the formula in Theorem 2.4 and Corollary 3.4. The main
goal is to prove Theorem 2.18. The idea is to define a Schur generating function (see
Definition 5.2), such that the moments of the counting measure can be computed by the
derivatives of the Schur generating function. The Schur generating function for the uniform
perfect matchings on the hexagon lattice was defined and analyzed in [6]; for the periodic
perfect matchings on the square-hexagon lattice with periodic boundary conditions was
defined and analyzed in [5]. Here we consider the case that the edge weights are periodic
and the boundary condition is piecewise. We first recall a few lemmas proved in [5].

Recall that to the boundary row Q = (21 < --- < Q) of a contracting square-hexagon
lattice is naturally associated a partition w € G']I‘} of length N by:

w = (QN—N,...,Ql—l).
Proposition 5.1. ([5])Let R(Q,a) be a contracting square-hexagon lattice, such that for
each 1 <i< N
o each NE-SW edge joining the (2i)th row to the (2i + 1)th row has weight z;; and

3|z
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e cach NE-SW edge joining the (2i — 1)th row to the 2ith row has weight y;, if such
an edge exists;
e All the other edges have weight 1.

Then the partition function for perfect matchings on R(Q2,a) is given by

HFZ Sw(LUl,...,l'N)

i€l

where w € GTy describes the bottom boundary condition of R(Q,a), and for i € I, T'; is
defined by

N
(5.1) Ti= ] (04 wiwe).
t=i+1
Definition 5.2. Let
(5.2) X = (z1,29,...,2n) € RY;
and
(ug,...,uy) € CV.

Let py be a probability measure on GTpx. The the Schur generating function with respect
to pn, X 1s given by

Sx(Uuiy,..., unN
Spor(o = 3 iyl
AEGTy ALy LN

For a positive integer s, write s = s mod n.

Lemma 5.3. Suppose that Assumption 2.5 holds. Let

X(N_t) = (l’m, e ,.’Eﬁ),

Y(t) = (l’T, ey JJ{)

for each integer t satisfying 0 <t < N —1. Let k € {2t + 1,2t + 2}. Let w be the partition
corresponding to the configuration on the boundary row, let p be the probability measure
on G']I‘Eit which is the distribution of partitions corresponding to the dimer configuration
on the kth row of vertices of R(€2,a), counting from the bottom. Then the Schur generating
function, as defined in Definition 5.2, can be computed by

(1) If t =2k + 1, then

S (1, un—, YO) s 1+ y;u;
Spk7x(N7t)(U1,...,UN_t) = Sw(X(N)) H H .

1 R ——
ie{l,..t}Nlp j=1 TY; i+

(2) If t =2k + 2, then

N—
Sw (ul,...,uN_t,Y(t)) 1+yuj
S k Y (N—t) (Ul e ’LLN_t) =
pk.X AR (V) l ] >
sw(X) i€{l,...t+1}NI, j=1 T+ i

fork=2t+2 t=0,1,...,N — 1.
where Iy is defined in Definition 2.12.
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Proof. See Lemma 3.17 of [5]. O
Let
X](VN_t) = (Tt41.Ns---,TN.N)
Yjsft) = (T1Ny.., TEN).

By Lemma 5.3, we have

S k (N—t)(U136t+1,N, cee uN—tﬂUN,N)
pe XN
N—t
8w (U1$t+1,N, <oy UN—tTN,N; TI, N - - - afEt,N) (1 + yin$t+j’N>
sA(N)(xl,N,...,a:N,N) 1+yixt+j7N

i€{1,2,....t/t+1}NI5 j=1
for k=2t+1or k=2t+2. Let

{(i—i—t) modn if 1<[(i+t) modn]<n-—1

(5:3) J n if [(i+t) modn] =0

When the edge weights are assigned periodically and satisfy Assumptions 2.8, letting N —
0, % — k € [0,1), by Theorem 2.9 we have

. 1
lim = loglS | v (UIT4L 1N+ - s W LN T4 14L N - - s TN—t,N)
PN

(1—k)N—o0 (1 — H)N
= Z [Qjﬁ(ui)] )
1<l

where j and s are given by (5.3), respectively; and

{ e QW) + 5 Y equa e og 54| i [j mod n] =1

Qjn(u) = Q;(w)

T otherwise
—K

Let p > 1 be a positive integer. Let p|q_n)n| = p2(]\’_t(1_”‘)]\m)+1 be a probability
measure on G’]IT(I_H) N (Indeed, we will obtain exactly the same result in the limit as N —

oo if we define p|(1_x)n| = pz(N_L(l_“)N)J)‘*'z), and let m be the corresponding

—K)N |
random counting measure. Let N = [(1 — k)N |. Let
U = (u1,...,un);
XN — (,f[,‘l Ny--+s TN N)
Uxn = (wZiN,...,UNTN,N)-
N—t
U)((,N )= (U1$t+1 N - - ,UN—tmN,N)-

Suppose that X satisfies Assumption 2.8.
For a positive integer p, define an operator

1 al o \?
DyN = - o ° <Z (“"au) )O [[ (wein—wzin)

[Lcicjen(uitin — ujzjN) i1 1<i<j<N

where o denotes composition of operators; the left operator and the right operator above
are multiplication operators, and the middle operator above is a differential operator.
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Let A\ € GT} be a length-N partition. Explicit computations show that

N

(5.4) Dpnsa(Ux,n) = Z()\Z + N —i)’sx\(Ux,n)
i=1

We write the Schur generating function as defined by Definition 5.2 as

N
Spuun)m X0 (U)((]Y]\?t)> = exp (;NQJW(UZ)) TNk (U)((]Y]\?t)>

Since S yov-o (X87) =1, the definition of @ implies that Qjx(1) = 0 for all

j € [N]and 0 < k < 1. Therefore Ty <X1(VN_t)) =1 and

i 1
lim — log [TN’,{ (U1$t+1’N, e ,ula:tH’N, xt+l+1’N, . ,SUN’N)] =0.
N—oo N
for any fixed positive integer [. Moreover, the convergence is uniform when (uq,...,u;)
is in an open complex neighborhood of (1,...,1). Therefore any partial derivative of
TN (W1Z44 1, N5 - - - Wt N> Te4+1,N» - - - » TN,N) With respect to (u1,...,v;), divided by
NTN o (W1Z441. N, - - - s WL N, T44i+1,N5 - - - TN,N) tends to 0 uniformly when (uq,...,u)
is in a certain complex neighborhood of (1,...,1).
We write
Dp,|(1-r)N)

1 N—t 9 P
- ° (Z <Ulaul> ) © H (uixi—i-t,N - uj'rj-‘rt,N)

H1§i<j§N7t(ui$i+t7N — WjTj1t,N) 1<i<j<N—t

By (5.4) we have

(5.5) E </R Sy (d$)>m

1

= il i m (N—t)
= N oy Prlaean) TS, e (v85")

Using the Leibnitz rule to expand (Dpi(l_ﬁ)m)m S V1) (U)({N]\?t)» we obtain
N b

Pl(1—-K)N]>s
a linear combination of terms of the following form

9 9 e g
du, " Buey H1gz‘<jgN—t(uzﬂfz+t,N UJxJth,N))

H1§i<j§N—t(Uﬂz‘+t,N — ujij’N)

) i p i i (V1)
N—t
X <8ual ce 8uaa exXp (; NQ],H(“%))) . (aubl e %TJ\CH (UX7N )) 3

where v < mp and a + 5+ 7 < mp.

(5.6) (Ug1 Tt “gy) : (
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Further expanding the second term in (5.6) we obtain a linear combination of terms with
the following form

1
(5.7) (ug, 92 ) (Tt 11 trtt) (al;lep UL+t — UbTht

) 0 al ) ) (V1)
X (3%1 ”'3%& €xp (;NQ],H(UZ)>> : <8ub1 "‘Tubﬁ TN,I{ (UX,N ) )

where P C {(a,b)|]1 <a<b< N —t}.
Note that in each derivation of the exponent in (5.7), a multiple of N appears. Also
recall that for any 8 > 1,

8 DY 8
6ub1 ﬁub 8

T (USRY) = o).
Therefore when m = 1 and N large, the leading term for

Np+1IE/Rw my .,y (dz)

is the same as that of

1
<H1§i<,«§/\/’(ui$i+t,N - Urerrt,N))
N P N
X (Zugaup [eXP <N (Z Qj,n(“i))) H(Ub$b+t,N - Url‘r+t,N)]>
a=1 @ =1 b<r

The latter has the same leading term as

(utye.yun)=(1,...,1)

ul H1<b<r</\/(ubl’b+t N — UrZyit, N)

8u
— p—1 p / A\p—!
Mo = S5 (1) art Q)
1—0 H1<b<r<N(UbiUb+tN Ur$r+t,N)
=1 B
(ul 7777 uN)*(L 1)
p N
= 25 (7 )
=0 =1
zho
x > = Qo (ua)P™!
! e . K
1<i1< <N oitizs<y Lsmt (Wiiet, N = oo v) (utein)=(1,. 1)
N p
$‘7N
~ YA NQ L)+ Y
=1 TE{1,27--.,N},7‘7$7L ilj,N rdr+t, N

(u1,eyun)=(1,...,1)

where A ~ B means that A and B have the same leading term as N' — oo. For i € [n], let

Sn(i)=4{j€N]}:((j—4) modn)=0}={an+40<a<]|N/n|}.
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Then

Mpn

Q

Jm ZZN”Z< ) H(Qe ) [i(i)

(1. -1 150

TiN TiN
X E 2 E: J

U; Uy U; Upr
re{1,2, NPSy () PN T LN reSn Ny N T TN

P !
= lim Z lzk“l—p b1

(u1yun)—=(1,...,1

p—1 _ I—k
4 / . Tj,N k
w; [N Qj,n(“z)} (Zre{l,z,...,N}\sw) uixj,Nfurw,N) i N

k
1 sede €SN ({3} I (wiwj N — ), 5, 4¢,N)
= hm

. p—k
p / . Tj,N k
u; [N Qi) + 2 req12, AP SN () uixj,Nfurw,N] i N
x >
k
Jredk€SN D\ {i} [ (wig v = 5,2 40.8)

We then apply the following lemma slightly adapted from [7] after a change of variables,
to compute the limit as (uq,...,uy) approaches (1,...,1):

Lemma 5.4 ([7], Lemma 5.5). Let £ € C\ {0} be a nonzero complex number; and n > 0
be a positive integer. Assume g(z) is analytic in a neighborhood of . Then

- g(z;) o <(g(2) >

lim Do 1)1

i o ) —1
V i,z —& = H#j(z] Zl) 0zm

z=£ '

Given =; mod n = 4, by Lemma 5.4 and Assumption 2.8 we have:

i MpN I i 1 & p! 1
NSoe NPHL - NS0 (ur, i) s (L) 12 ; ;::0 Kl(p — k) N*(k)!
—k
k 1 ; p
9 |:Uf ( ;',,.@(Ui) +a Elﬁrﬁnﬂ“#i uifI?j,Ngijul;]fEr+t,N> :|
X
8kui
u; =1
1 < n—7\"
— li 2 P (O (u:
(u1,...,u1\gri>(1,-..,1) n Z_Zl |:ul (QJ’H(Ul) * nu; ) :| 1

Using residue we obtain

E [/Rxpm“(da:)] = MZZ;}{OI % <ZQ;-7K(Z) + n;z n n(;_ 1))”1’

where (] is a small counterclockwise contour enclosing 1 and no other singularities of the
integrand.
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Now we need to show that the moments of random measures m” become deterministic
as N — oo. It suffices to show that

(5.8) Jim E [( /R g;pmn(dx)>2] = lim [E < /R gypmn(da:)ﬂz

Let 2V be the collection of all the subsets of N]. For 1 <i,i" <N, define sets A; #,C; i €
2T 2V as follows. If i # i/,then

Ayt = {(M,M’)62W1><2W]:|M|:l,|M’|:l’,i¢M,i’§éM’;
ifieM’,theni’gﬁM;ifi'eM,thenieéM’}.

If i = 4/, then
A = {0, M) e 2Wl s oW M| = 1| M!| =1',i ¢ M,i¢ M'; MM =0}
and
Ciw: = {(M,M)e2Wl s oWl M| =1 |M| =1')i ¢ M,i" ¢ M'}.
Let

s [ @+t modn if1<[(#'+t) modn]<n-1
B n if [('+t) modn]=0

Note that the right hand side of (5.8) is

(5.9) iﬁ ( y )N—l—lug x 3

1=0 i=1 1<1 <o <N s Ai(1<s<1)
$;+tN I
i+t, _

l Q;,H(ui)p

oo (Wittie N — ), 41,3)
Expanding (5.9), we obtain

p p N » ) xl‘+tN

(5.10) zzzz( ) (5 ) |

' c

HrgM(uzxz+t,N - urerrt,N)

i,/

(u,...,un)=(1,...,1)

l/

xt
i'+t,N ] Q;,H(Uz’)pilQ;’/,,@(ui’)pill

HT,EM/ (ui/‘ri/+t,N - ur’xr’-ﬁ—t,N)

(ulv 7uN)_(17 71)

Let m = 2 in (5.5), one can compute that the leading term on the left hand side of (5.8) is
!

p p N N » P , x5
(5.11) ZZ Z< l)(l’)Nqufu]iD/X AZ:HTGM( it

U;TjN — urerrt,N)

X 'N _ _
o ] Qe ()P~ Qo ()P

HT’EM’ (ui/l‘jQN — urlxrurt’N)

(ulz"'qu):(lv"'zl)
It is not hard to see that

_ O(Nl+l’+2)

N N
Z Z ’Ai,i’ACi,i’

i=1¢=1
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Therefore the leading term for (5.10) and (5.11) when N is large are the same. Then (5.8)
follows.

6. PERIODIC DIMER MODEL ON CONTRACTING SQUARE-HEXAGON LATTICE WITH
PIECEWISE BOUNDARY CONDITIONS: LIMIT SHAPE OF THE HEIGHT FUNCTION

In this section, we prove the limit shape of the height function defined in Section 2 from
the moment formulas of the limit counting measure proved in Section 4.
Let

r=n—|IyN[n].

In other words, r is the number of rows of white vertices in a fundamental domain such
that each white vertex in the row is adjacent to exactly one black vertex in the row above.

Let V* (resp. Vi) be the collection of all the vertices in R*(€2,a) (resp. R(f2,a)) with
y-coordinate j (resp. 7).

Lemma 6.1. Define the height function hyr associated to a perfect matching M of the
contracting square-hexagon lattice R(,a) as in Definition 2.21. Assume that j € RT is
such that V;* # (). Then the value of hys at the leftmost vertex of V' lies in the following

interval (|2] =) o ([2] #1) o)

Proof. By Definition 2.21, the value of hj; at the lexicographic smallest vertex of R*(2, a)
is 0. Starting from the lexicographic smallest vertex of R*(£2, a) and moving up along the
left boundary of R*(Q2, a), each time we move from a vertex (p, ¢) to an above vertex (p', ¢’)
of R*(2,a) on the left boundary, the following cases might occur.
e If we cross an absent NE-SW edge e; of SH(a) and an absent NW-SE edge ey of
SH(a) with the write vertices of both e; and ez on the left, and e; and eg are
incident to a common black vertex of R(£2,a) which has degree 4 in SH(a), then

hyu (P, q') = ha(p. q) = 2.
o if we cross one absent NW-SE edge e of SH(a) with the write vertex on the left,
and e is incident to a black vertex of R(€2,a) which has degree 3 in SH(a), then
har(p'sd') = ha(psq) = 1.
When the edge weights of SH(a) are assigned periodically as in Assumption 2.5, the length
of each fundamental domain is n. Moving up by n units in a fundamental domain, there
are r rows of black vertices with degree 3, and n — r rows of black vertices with degree 4.

Hence moving up by n units along the left boundary of R*(2,a), the height increases by
(2n — r). Moreover, moving from the lexicographic smallest vertex of R*(2,a) to a vertex

of R*(£2,a) with y-coordinate j, we move across at least Q%J - 1) fundamental domains,
and at most Q%J + 1) fundamental domains. Then the lemma follows. O

Lemma 6.2. Let (i,7) be a vertex of R*(Q,a).

e If (i,j) is the center of a hexagon face of SH(a), then the number of vertices in
V;»Jri to the left of (i,7) lies in the following interval

RHDESETREN
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o If (i,7) is the center of a square face of SH(a), then the number of vertices in V;
to the left of (i,j) lies in the following interval

() e (2 500

Proof. First of all, if the leftmost vertex of V" is the lexicographic smallest vertex of
R*(Q,a), then the number of vertices with y-coordinate j, on the right of the leftmost
vertex in V" (including the leftmost vertex of V") and to the left of (4, j) lies in the interval

li—1,i+1].

and j € {%, %}, depending on whether a; =1 or a; = 0.
Moving along the left boundary of R*(£2, @) from a vertex (p, ¢) of SH*(, a) to an above
vertex (p/,q’) of SH*(2,a), the following cases might occur.

e If we cross an absent NE-SW edge e; of SH(a) and an absent NW-SE edge ey of
SH(a), and e; and eg are incident to a common black vertex of R(€2,a) which has
degree 4 in SH(a) then p’ = p.
e If we cross one absent NW-SE edge e of SH(a), and e as adjacent to a black vertex
of R(€,a) which has degree 3 in SH(a), then p’ = p + 3.
Moving up by n units in a fundamental domain, there are r rows of black vertices with
degree 3, and n — r rows of black vertices with degree 4. Hence moving up by n units along
the left boundary of R*(€,a), the leftmost vertex along the row of R*(£2,a) moves to the
right by 5 units. Then the lemma follows. O

Lemma 6.3. Let (i,5) € V; be a vertex of R(UN),a). Let L(i) be the number of vertices
in Vj to the left of (i,7). Then for each perfect matching M € M(Q(N),a), the number of
V -vertices in V; not to the right of (i,j) (including (i,7) if (i,]) itself is a V-vertex) is

PN+1-T5]

where pMJ = (ujl‘/f’j > ué\/l’j > 2 MANﬁjl,UO 1s the signature corresponding to the dimer

configuration M restricted on the row of vertices with y-coordinates j, and m [,uM’j] is the
counting measure for pMJ .

Proof. The vertex (i, 7) of R(2(N), @) is a vertex on the (2j)th row of vertices of R(Q2(N), @)
by construction. The total number of V-vertices on the (2j)th row is N +1 — [j].
We define

AN, ) =1 <s < N+1—[j]:pd +(N+1-Tj]) —s < L)}

Note that uéw” is the number of A-vertices to the left of the sth V-vertex in the dimer
configuration M, where the V-vertices are counted from the right; (N + 1 — [j]) — s is
the number of V-vertices to the left of the sth V-vertex. Hence pud? + (N +1—[4]) — s
is the total number of vertices to the left of s-th V-vertex in the (2j)th row of vertices
of R(Q(N),a). Therefore A% (i,5) is exactly the total number of V-vertices in V; not to
the right of (7,j), which contains (i, ) if (7,7) itself is a V-vertex. From the definition
of the counting measure, it is straightforward to check that expression (6.1) is equal to

AN (i, 7). O
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Lemma 6.4. Let M € M(Q(N),a) be a perfect matching of the contracting square-hexagon
lattice R(2,a). Let (i,7) be a vertex of R*(2,a). Then the value of the height function
har((i,7)) lies in the following interval

(6.2)  hum((i,5)) €

[ / [O’NLJrll(”(l}] m [pM9] — 2L (i, 5) + <L‘1J - 1) (2n — r),
AN +1- /1 Lyt 1dm [WM] = 2144, 5) + (HJ + 1) (2n — 7,)}

’N+1 Fﬂ

Li(i,j) = i-— (VlJ +1> %
()i

Proof. The vertex (i,7) of R*(£2,a) may be either the center of a hexagon face of SH(a),
or the center of a square face of SH(a). Consider a path consisting of edges of R*(Q2,a),
passing through every vertex in V;* to the left of (7,7) and joining the leftmost vertex in
V;* and (i, 7), constructed as follows. It is allowed to go from the vertex (7, j) to the vertex
(i + 1, ) along one or two edges of R*(2,a) whose dual edges are not present in M.

By Definition 2.21, the height function along this path changes by 2 when moving from
(i,7) to (i +1,7). When (i, 7) is the center of a hexagon face (resp. square face) of SH(a),
the sign of har((i +1,5)) — har((4,5)) depends on whether the vertex (i + 1,/ + 1) (resp.
(i+3,7) of SH(a) is a V-vertex or a A-vertex. More precisely,

o if the vertex (i+ 3,5+ 1) (resp. (i+3,7)) is a V-vertex, then ha((i + 1,7)) —

where

e if the vertex (i+ 3,7+ 1) (vesp. (i+3,7)) is a A-vertex, then ha((i + 1,5)) —

We shall use / to denote “or”. From the leftmost vertex vy of V" to (i,j), the total
increment of height function is equal to

L R
2(#{V—vertlces in ‘/j+i/j to the left of <z,]—|—4/]>
N
—#{A — vertices in V} 1 1/ to the left of (’L,j + 4/;) })
R
= 2(2#{ — vertices in VJr L) to the left of (Z,]+4/j)

1
—##{vertices in Vj+%/j to the left of <i,j + 4/j> })

Note that has((i,7)) = h(vo) + (har(i,j) — h(vo)). Then the lemma follows from Lemmas
6.1, 6.2 and 6.3. O

Proof of Theorem 2.22. Assume i = [yN] and j = [kN]. Dividing both the left hand
side of (6.2) and the right hand side of (6.2) by N and letting N — oo, we obtain the
theorem. O
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7. FROZEN BOUNDARY

In this section, we prove Theorem 2.20. This is obtained by analyzing the density of
the limit measure obtained in Section 4, and find explicitly the region where the density
is 0 or 1. This turns out to be related to the real and complex roots of a sequence of
equations. In the special case when Iy N [n] = (), for which the graph is a hexagonal lattice,
or when |I; N [n]| = 1, we explicitly write down the equation of the frozen boundary, and
showed that the frozen boundary is a union of n disjoint cloud curves, where n is the size
of a period. Similar approaches were used in [8] to study the frozen region of uniform
perfect matchings on the square grid, and in [5] to study the frozen region of periodic
perfect matchings on the square-hexagon lattice with periodic boundary conditions. Here
we shall study the periodic perfect matchings on the square-hexagon lattice with piecewise
boundary conditions and prove the surprising result that when the edge weights satisfy
certain conditions, the liquid region becomes disconnected.

For i € [n] and k € (0,1), let

, n—1 z

Fin(2) = 2Qiu(2) + —— + n(z—1)

We can compute the Stieltjes transform of the measure m” when x is in a neighborhood
of infinity, by Theorem 2.18 we obtain

Ste) = 3

& F; . ]Hdz
- ZZQ]—I-lTFI < > z

=1 5=0

n

= g

Integration by parts we have

Sete) =5 (23 £, £, § afogsop (1 - =)
2mi \ = \Ja & 1— E#(Z) o g zlog ;

We claim that when |z| is sufficiently large, Fj.(2) = x has exactly one root in a
neighborhood of 1 for each i € [n]. Indeed, Fj.(z) has a Laurent series expansion in a
neighborhood of 1 given by

Fu(2) = n(zl—l) +) ap(z— 1)

We can find a unique composite inverse Laurent series of F; .(z) given by

—
- Pk
w13,
k=1
such that F; (G x(w)) = w when w is in a neighborhood of infinity. Then

(7.1) zi(z) = Gi k()

is the unique root of Fj () = z in a neighborhood of 1.
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. F; . .
Since 1 — % has exactly one zero z;(z) and one pole 1 in a neighborhood of 1 when
|z| is sufficiently large, we have

Fi K
7{ d <logzlog <1 — (Z)>> = 0;
C1 T
and therefore

(7.2) Stms(z) = Y _ log(zi(x))
i=1

when z is in a neighborhood of infinity. By the complex analyticity of both sides of (7.2),
we infer that (7.2) holds whenever x is outside the support of m"”.

Recall that if a measure p has a continuous density f with respect to the Lebesgue
measure, then

1
7.3 = — lim —%[St €)] ;
(7.3) flo) == lim —[Stu(z +ie)];
see Lemma 4.2 of [8].
Let (x, k) be the continuous coordinates in the limit of rescaled square-hexagon lattice
+R(Q,a) as N — oco. The frozen region is the region consisting of all points (y, ) where
the density of the counting measure m” is 0 or 1.

Proposition 7.1. If the equation

(7.4) Fiu(z) = 2

:1—5

only has real roots for all i € [n]; then (x, k) is in the frozen region.

Proof. The proposition follows directly from (7.2), (7.3) and the definition of the frozen
region. ]

Proposition 7.2. For any x > 0, and i € [n] the equation F;.(z) = = has at most one
pair of complex conjugate roots.

Proof. For 2 < i <n, we can write down the equation F; ,(z) = z explicitly as follows

zHy, (2)  k(n—i)  (1—-kK)z .
n B n +n(z—1)_x(1_,i)’

and we have

zHp, (2) k2 YT, k(n—1)  (1—-k)z
2l 2 - — 2(1 — ).
n + Z 1+yxi2 n + n(z—1) 2l —#)

n
le([n]Nl2)

where m; is a probability measure on an interval which is divided into finitely many sub-
intervals, and each sub-interval has probability density 0 or 1. For i € [n]

_ Sti'(log(2)) 1

z z—1

Hp, ()

By introducing additional variables t; such that Stm, (¢;) = log(z) for 1 < i < n, one can
then write for k € (0,1) , 2 <i < n:

z t; 1 n—1 z n—1
[ ) e — - .
(2, ti) (1—k)n <z z—1 z ) * n( *
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and

z t 1 n—1 x z n—1
Falot) = gm0 T X Toea T oT
reln{1,2,...n} "

As a consequence, injecting the expression of the moments of the limiting measure into
the definition of the Stieltjes transform, one gets implicit equations to be solved: for any
z € C, finding (z,t;) € (C\ R_) x C\ Support(m;) such that

(75) Fi,l{(z7ti) - x?
Stm, (t;) = log(z)
Let x — zF(x) be the composite inverse of u : z — Fj, (z, Stg{il)(log z)) as given

by (7.1). Note that zf(x) is a uniformly convergent Laurent series in = when z is in a
neighborhood of infinity, and

zy (F@,{ <z, Stgil)(log z))) = z;

See Section 4.1 of [8].
By (7.2) The following identity holds when z is in a neighborhood of infinity

Stenr () = D log(2F(x)),
=1

The first equation of the system (7.5) is linear in ¢ for given z and z, which gives with
_ 1

G = g

KZ 1
t —nz(l— k) + 12t k(n—1) — )
1(z,k,2) = nx(l — k) po—] k(n—1)—kz P
re(l2Nn])

and for 2 <i<n
Kz

z—1
For a given value y € R, and fixed = (and k), we investigate properties of the complex
numbers z such that ¢(z, x,z) = y. In particular, we have the following:

ti(z,6,2) =nx(l — k) + k(n — 1) +

Lemma 7.3. Let ¢, >0, forr € IaN[n]. Let k € (0,1), and x,y € R. Then
e the the following equation in z
(76) tl(zv K,,LE) =Y

has m+1 roots on the Riemann sphere CU{oco}, where m is the number of distinct
values of ¢, and all these roots are real and simple.

e For 2 < i < n, the equation ti(z,k,x) = y has ezxactly one root on the Riemann
sphere C U {o0}.

Proof. Let 0 < 1 < --+ < vy be all the possible distinct values for the ¢;, and ni,...,ny
be their respective multiplicities among the ¢;’s. Let

I=[LN[n]l.
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For 2 <i <n, let
Ki=nz(l-r)+rn—i+1)—y

and let
Ki=nz(l-r)+kr(n—1)—y
Define
m
(7.7) Hi(z;z,y) =t(z,k,2) —y = K1 + ,z—ﬁl_{—ngm
and for 2 < i < n, define
(7.8) Hi(zz,y) = t(z,6,2) —y = K; + ——

z—1
When writing Hi(z;z,y) (resp. Hi(z;z,y) for 2 < i < n) as a single rational fraction
by bringing all the terms onto the same polynomial denominator (of degree m + 1), the
polynomial on the numerator has degree at most m + 1 (resp. 1). So there are at most
m+ 1 (resp. 1) roots in C (and exactly m + 1 (resp. 1) if we add roots at infinity). Notice
that the denominator does not depend on x and y, but just on the v;’s.

Moreover, each factor of the form ﬁ with b = —~; or 1 is a decreasing function of z on
any interval where it is defined. As a consequence, on each of the intervals (—7;4+1, —7;),
j=1,....,m—1and (—y,1), Hy realizes a bijection with R. In particular, the equation
Hy(z;x,y) has a unique solution in every such interval. It is also decreasing on (0o, —7v,)
and (1,+00). Since the limits of Hi(z;x,y) when z goes to +0o coincide, and

lim Hi(z;z,y) = o0, lim H(z;z,y) = —o0,

z—1+ 2= —Ym
the equation Hi(z;x,y) = 0 has a unique solution in (—oco, —¥,,) U (1, +00) U {co}, which
is in fact infinite if and only if the limits of H; at infinity is zero, that is, when K; = 0.
This gives thus m + 1 real roots (with possibly one at infinity). Similar arguments hold for
H; when 2 <i <n. OJ

Remark 7.4. Let

(7.9) Ly =nx(1—k)+ k(n—1).
For2<i<n, let
(7.10) Li=nz(l—k)+k(n—1i+1).

Increasing the value of y translates downward the graph of the function z € R —
Hy(z;x,y). Since Hy(z;x,y) is decreasing with respect to z in any interval of definition,
the roots present in the bounded intervals decrease. The one in (—o0, —vp, )U(1, +00)U{oco}
moves also to the left, and if it started in R_, when it reaches —oo, it jumps to the right
part of (1,400) and then continues to decrease. In particular, it means that if y < y', the
respective roots z1 < -++ < zmy1 and z; < --- <z, | are interlaced:

o ify <y <L,
21 < < —Ym <25 <2< Y1 < < =71 < Zpppq < Zmgr < 1,
o ify<Li<y,

21<—Vm<zi<22<—'ym_1<---<—'yl<z§n<zm+1<1<z;n+1,
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o ifLi<y<y,

—Ym < 2] <21 < —Yme1 < 25 < 29 < =Yt <00 <1< 200 < Zm,

== is obtained by sending the corre-

The limiting case when y ory' is equal to (1 — k) +
sponding oot in (—o0, —Ym) U (1, +00) to co.
For 2 <i <mn, we have
o ify<y <L; 2y <z <L
o ify<L;<y,z<1<z.
e ifLi<y<y, 1<z <z.

Rational fractions where zeros of the numerator and denominator interlace have interest-
ing monotonicity properties, already used for example in [29], which are straightforwardly
checked by induction using the decomposition of R(z) into the sum of simple fractions:

Lemma 7.5. (1) Let
B (z—up)(z —u2) - (z —up)
R(z) = (z—v1)(z—wv2) - (z—wp)’

where {u;} and {v;} are two sets of real numbers, and h is a positive integer.

o If{u;} and {v;} satisfy

V1 <Uup <vy <ug < - <vp < Up.

Then R(z) is monotone increasing in each one of the following intervals
(—o0,v1), (V1,12), -+, (Vh—1,Vh), (Vh, 00).
o If {u;} and {v;} satisfy
U <v1 <uz <v2 << up < Vp
Then R(z) is monotone decreasing in each one of the following intervals
(—o0,v1), (V1,v2), ..., (Vh—1,0p), (Vg 0).

(2) Let

R(z) = (z—wu1) (2 —up—1)

with v, <up < -+ < up_1 < vp
(z=v1)-- (2 —vp)
Then R(z) is monotone decreasing in each one of the following intervals

(—OO,’Ul), (Ula U2)> SRR (Uh—la Uh)? (Uh> OO)

(3) Let

(z —u1)-- (2 —uptr)

R(z) = with up < vy < - < vp < Upr1.

S YR CETY *

Then R(z) is monotone increasing in each one of the following intervals
(—o0,v1), (V1,12), -+, (Vh—1,Vh), (Vh, 00).

This is helpful to determine the number of solutions of Equation (7.4), as shown in the
following lemma:
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Lemma 7.6. Let d;, B; 1, vVix be defined as in Lemma 4.10. Let
Di:di+1_di_1 if 7 € [’I’L]

Then m; is a measure with a density with respect to the Lebesgue measure equal to the
indicator of a union of intervals U,l,):io (Bi ks Yik], with

Bio <%0 < Bin <in <+ <Bip, <Yip, and Y (yik — Bix) =1

Then the system of equations (7.4) has at most one pair of complex conjugate solutions.
Moreover, let m is the number of distinct c;’s, for j € I N [n].

o when i =1, if for any 0 < k < Dy, vy # L1, then for each fixred x € R, (7.4) has
at least (m + 1)(Dy + 1) — 1 distinct real roots;

o when i =1, if 1, = L1 for some k € {0,1,...,D1}, then for each fized z € R,
(7.4) has at least (m + 1)(Dy + 1) — 2 distinct real roots.

o when 2 < i < mn, if for any 0 < k < Dj, vix, # Li, then for each fized x € R, (7.4)
has at least D; distinct real roots;

o when 2 <i<n, if v, = L; for some k € {0,1,...,D;}, then for each fized x € R,
(7.4) has at least (D; — 1) distinct real roots;

Proof. The Stieltjes transform can be computed explicitly from the definition:

(7.11) Stom, (ti 10gH : fk
— Vi,k

We use the second expression from (7.5) and (7.11) we obtain

Ht *ﬁzk

t; — Vi k
By (7.7) and (7.8) get (after exponentlatlon)

D;
Hi(z; 2, Bi k)

7.12 z = .
(7.12) Hi(z2,7i1)

k=0
Let us suppose that

{805+ -+ Bipss ¥i05 - - -5 Vi, N {Li} = 0;
where L;’s, for 1 < i < n, are defined by (7.9) and (7 10).

The rational fractions HkD o Hi(z; 2, B 1) and Hk o Hi(z;2,7%) have the same poles
m + 1 poles (of same order s) when i = 1; and they have the same pole 1 of order s when
2 < i < n. According to Lemma 7.3 they have s(m+ 1) distinct real roots when i = 1; and
s distinct real roots when 2 < 7 < n. These roots interlace. Therefore, the ratio:

HHzxﬁzk

Zx%k

is a rational fraction of the form described in the hypotheses of Lemma 7.5; with h = m+1
fori =1and h =1 for 2 < i < n. Therefore, when ¢ = 1 on each bounded interval between
two consecutive poles, by monotonicity, the graph of the rational fraction will cross the
first diagonal exactly once and there are (m + 1)s — 1 such intervals.
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If (no 1 %, and exactly) one 31, is equal to L, the same argument is applicable. The
only difference is that the rational fraction on the right hand side of Equation 7.12 has
only (s —1)(m+1) +m = s(m+ 1) — 1 zeros, but still s(m + 1) poles. Therefore we still
get the same number s(m + 1) — 1 of intersection with the first diagonal, one on each finite
interval between two consecutive poles.

If (no B and exactly) one 7  is equal to L, then this time the rational fraction has
s(m + 1) — 1 finite real poles. Therefore, there is only s(m + 1) — 2 roots found by this
approach between two successive poles.

Similar arguments apply when 2 <1 < n. t

Note that when rewriting Equation 7.12 as a polynomial equation in z, it has degree
e When i =1,

s(m+1)+1 when no b, equals Li,
s(m+1) when a b, is equal to L;

e When 2 <i <n,

s+ 1 when no b, equals L,
s when a b, is equal to Ly

Indeed, in all the cases, the leading coefficients of the numerator and denominator of the
rational fraction are distinct, thus there is no cancellation of the monomials of higher degree
when multiplying both sides by the denominator. In both case, it is exactly the number
of real roots we found plus 2. Which means that Equation (7.12), and thus Equation (7.4)
has at most a pair of complex conjugated roots. O

Proposition 7.7. For each i € [n], the boundary of the region such that (7.4) has only
real roots and the region such that (7.4) has a pair of complex conjugate roots is a rational
algebraic curve C; with an explicit parametrization (x;(t;), ki(t;)) defined as follows:

wed = o] ==

where
(7.13) M) = — —1)+§:%-

. AR A R = i) +75’
for2 <i<mn,
(7.14) Ji(t;) = (n—i+1)+ \I/Z(tzl) 7
and
(7.15) (1) = L= Bio)lt = Bin) - (ti = Bip,)

(ti —=vi0)(ti —vi1) -+~ (ti = vip;)
Proof. According to Proposition 7.2, the boundary of the region such that (7.4) has only

real roots and the region such that (7.4) has a pair of complex conjugate is given by the
condition that

D Hi(z 125, Bik)

Z g
Hi(z 72, %ik)

k=0
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has double roots; where H;(z;x,y) is defined by Equation (7.8). We can also rewrite the
system of equations (7.5) as follows

o if 2 <i<n,

Wi(ti) = z;
{n(l—ﬁ)Fm(z)=t¢—/<c[(n—i+1)+ il} = nx.
o ifi=1,
{\Ill(tl) =z

n(l = R)Fin(z) == [y + (0= 1)+ S B2 = nx.

In each one of the two system of equations above, we plug the expression of z from the first
equation into the second equation; and for 1 <14 <mn, let J;(¢;) be defined as in (7.13) and
(7.14). Note that the condition that the resulting equation has a double root is equivalent
to the following system of equations (where 1 < i < n)

Xi = tiil{;{i(ti%
1= HJZ/(tZ)

Then the parametrization of the curve separating the region with a pair of complex conju-
gate roots and the region with only real roots follows. O

Proposition 7.8. The curve Cy (resp. C;, for 2 < i < n) is a cloud curve of class
(m+1)(Dy+1) (resp. (D; +1)), where (D; + 1) is the number of segments in the measure
m; for 1 <i <mn, and m is the number of distinct values of ¢, = yr% forr e |laN[n]| in
one period. Moreover, the curve C; has the following properties

(1) it is tangent to the line k = 1 with a unique tangent point for i € [n].
(2) it is tangent to the line k = 0 with (m + 1)(Dy + 1) — 1 points of tangency when
1 =1, and with D; points of tangency when 2 < i < n.

Proof. We recall that the class of a curve is the degree of its dual curve. So we need to
show that the dual curve CY (resp. CYY, for 2 < i < n) has degree (m + 1)(D; + 1) (resp.
(D; + 1)) and is winding.

We apply the classical formula to obtain from a parametrization (z(t), y(t)) of the curve
C; for the frozen boundary one for its dual C, (zV(t),y" (¢)):

/ /
v Yy v z

' = —— =\
o~y Y ya' —xy’
and obtain that the dual curve C given in the following parametric form

(7.16) oY = {<—" —Ji(ti)> Lt Cu{oo}}.

ti’ t;

from which we can read that its degree is (m + 1)(D; + 1) for ¢ = 1 and (D; + 1) for
2 < i < n. To show that C} is winding, we need to look at real intersections with straight
lines.

First, from Equation (7.16), one sees that the first coordinate x of the dual curve C'V
and the parameter ¢ are linked by the simple relation zt; = —1.
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Using this relation to eliminate ¢ from the expression of the second coordinate, we obtain
that the points (x,t) on the dual curve satisfy the following implicit equation:

=20 ()

The points of intersection (x(¢;),y(¢;)) of the dual curve with a straight line of the form
y = cx + d have a parameter t; satisfying:

(7.17) cn — dti = Jl(tz)

the exact same argument as in Lemma 7.6 (but with the role of s and (m + 1) exchanged)
shows that the (7.17) has at least (m+1)(D1+1)—2,if i =1, (resp. D; — 1, if 2 <13 < n)
distinct real solutions, yielding (m+1)(D1+1) —2, when i = 1, (resp. D; —1,if 2 <i < n)
points of intersections for the dual curve and the line y = cx + d. Moreover, if ¢y doesn’t
lie in a compact interval containing all the zeros of J;, then any non vertical straight line
passing through (¢p,0) will have (m+1)(D;+1)—1, when ¢ = 1, (resp. D;, when 2 < i < n)
intersections with the graph of J;. This means that xg in some closed interval, there are at
least (m+1)(D; + 1) — 1, when i = 1, (resp. D;, when 2 < ¢ < n) real intersections of the
dual curve with a line y = cx + d passing through (xg,y), thus exactly (m + 1)(D; + 1),
when ¢ =1, (resp. (m + 1)(D; + 1), when 2 < i < n) real intersections, since there cannot
be a single complex one. Such points (zg,y) are candidates to be the center of the dual
curve.

To consider the vertical lines x = d, we rewrite the equations in homogeneous coordinate
[ @y : z] and get that the line z = dz intersects the curve at the point [0 : 1 : 0] with
multiplicity (m + 1)(D1 4+ 1) — 1 when ¢ = 1 (resp. D; when 2 < i < n) so again, by the
same argument as above, (m + 1)(Dy + 1), when ¢ = 1, (resp. D; + 1, when 2 < i < n,)
real intersections. The case of the line z = 0 is similar.

Recall that each point on the dual curve C} corresponds to a tangent line of C;. For
1<i<n,let

Ui = (ti—Bio)ti — Bin) - (ti — Bip,)
Vi = (ti —7i0)(ti — 1) (ti —vi,D;)-
When t; = oo, we have
Ji(ti)

lim = lim L

The leading term in Vj is tDiH, while the leading terms for ¢;(U;—V;) is ZkD;o(%,k — Bik) t-DiH,

K3 K3
therefore we have limy, o tz(Ui/il—Vl) = 1. Therefore we have (0,—1) € C, which corre-
sponds to the tangent line x = 1 of CY. The unique tangent point is given by limy, o0 (xi(ti), ki (£i))-

Those t; such that J;(¢;) = oo corresponds to tangent points with the tangent line x = 0.
When ¢ = 1, the tangent points with the tangent line x = 0 are solutions of

() ()]

There are (m + 1)(D; 4+ 1) — 1 such points. When 2 < i < n, the tangent points with the
tangent line k = 0 are solutions of

o)
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and there are D; such points. ]

7.1. Hexagonal lattice. When I, = (), the square-hexagon lattice we constructed is ac-

tually a hexagonal lattice. In this case we shall show that when Iy = (), for each i € [n], if a

pair of complex conjugate roots exist for (7.5), then the root z;(x) as used to compute the

density of the limit counting measure, can not be real. This follows from an adaptation of

Lemma 4.5 in [8], in which the uniform perfect matching on a square grid is considered.
When I = (), for each i € [n] we can write (7.5) as follows

{ ti Kk zlznx_i_n(nfi)‘

11—k 11—k z— 11—k
Stn, (1) = log(2).

(7.18)

Then we have
[12% |25 +na(l = k) + K(n — i) = Bix

(7.19) ) = Gi(z, )
| L’f_zl +nx(l—k)+k(n—1)— %74

Lemma 7.9. Assume xg > 0 is such that equation (7.19) has a pair of complex conjugate
roots. Let s;i(x) be a real root of (7.19). Then

0si(x)
ox
It is equal to 0 if and only if s;(xo) = 1.

> 0.

T=x0

Proof. The derivative s(z) can be computed explicitly from (7.19) as follows
0G;(z,x)

/ _ oz
Sl(x) - 1 0G;(z,x)
- 0z

First we claim that % < 0. Note that

0% |2 — (5 — et — wi)

Gi(za l‘) - ;
[Tk {m - (n(vf’fn) ~ AR ZE’LS)}
where
Bik Kz k(n —1) Vik Kz k(n —1)
nl—k) niz—1)1-r) n(l—r) n(l—k) niz—1)1-r) n(l—r)
Bi k+1 Kz k(n —1)

nl—k) niz—1)1-r) n(l—r)
By Lemma 7.5 that for each fixed z € R\ {1}, Gi(z, ) is strictly decreasing in = whenever
it is defined. Hence %ﬂf’m) < 0 whenever z # 1, and % =0if z =1.
Now we show that % > 1. Let
pik =nx(l —k)+k(n—1i)— Bk
gix=nx(l —K)+rK(n—19) — vk
We have

D, D; . _ _Pik
G _ K+ Dik o K+Di k
o= (T2 ) T 22
k=0 ik ) k=0 Rt di g
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Let f(t) = n%tt? then f'(t) = ﬁ > 0, 80 ik > ¢ik > Pi+1,k implies that
DPik > qik > Pi+1.k :
K+pik K+4Gik K+DPiti1k
when p;11 1 + & and p; , + ~ have the same sign.
The following cases might occur

D; K+pi,
(1) TLZ, K+Qz‘,: > 0.
D; K+p;,
(2) TLZ, KW"; < 0.
(3) there exists 0 < k < D;, such that x + p;, = 0.

(4) there exists 0 < k < D;, such that x + ¢; , = 0.

First we consider case (1). There exists some 0 < kg < D; — 1, such that

K+ DPiko > K+ Qiky > 0> K+ Pikgr1 > K+ Ggot1

Then we have

fiko+1) > F(dikor1) > - > f(pi,p;) > fgip,) > f(p11) > flqin) > .o > f(Dike) > f (ko)
By Lemma 7.5, for each fixed x € R, G;(z, x) is strictly increasing in z whenever it is defined.

: Pik+1 Pik Pi,1 Pi,D; .
On each bounded interval z € <7K+pi,k+l , 7ﬁ+pi,k> for k # kg or z € (ﬁ+p¢,1’ ey ), Gi(z,x)

increases from —oo to oo, hence the equation z = G;(z,x) has at least one root on each
such bounded interval. There are D; such bounded intervals, therefore z = G;(z,x) has
at least D; distinct real roots. Moreover, the roots z = G;(z, x) are those of a polynomial
of degree at most D; 4+ 2, therefore when it has a pair of complex conjugate roots, each

bounded interval z € Ni;if,k’ Ki;’;k) has exactly one real root, counting multiplicities.
At the real root we have % > 1.
All the other cases can be proved using similar arguments. O

Now let us consider a contracting hexagon lattice with boundary partition given by
(1:00)(N) € GTY . Let s € (0,1), and m” be the limit counting measure for the partitions
N 7

on the L@J th row, counting from the bottom. Then using the same arguments as before,
we obtain that
St <m + ’W) = log(2 ()
i —K

m~|ds
4 (x) = exp ( [ >;
Rnr+ ——-+—358

Hence we have

1-k
and
(m: + % —5— ie) mY [ds]
zi(z + i€) = exp / - 5
R (n:z: + 7”(17:;) - s) + €2

Therefore J[zF(x + ie)] < 0 when € is a small positive number. However, when complex
roots exist for (7.19), for real root s;(x), Lemma 7.9 implies that 3[s;(z+i€)] > 0 when € is
a small positive number. This implies that when complex roots exist for (7.19), z/*(x + ie)
cannot be real. Then we have the following theorem
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Theorem 7.10. Assume Iy = (). For the contracting hezagon lattice, (x, k) is in the frozen
region if and only if (7.4) only has real roots for all i € [n]. The frozen boundary consists
of n disjoint cloud curve C1,...,Cy, where fori € [n], C; is a cloud curve of class D; + 1
with an explicit parametrization given by

1 A, 1
) =5 =35m0 = g

7

where

1
Jiti)=n—i4+1) 4+ —————;
and V; is given by (7.15). Moreover, each C; is tangent to Kk = 0 with D; tangent points,
and is tangent to Kk = 1 with a unique tangent point. The curve C, is tangent to x = 0,
and the curve Cy is tangent to x —rq, + K —1=0.

Proof. For each i € [n], given the parametrization of Cj, the fact that C; is a cloud curve

of class D; + 1 follows from Proposition 7.8. We need to show that C1,...,C, are disjoint.

Note that C; is characterized by the condition that the system (7.18) of equations have
X

double roots (note that = = $%-). We make a change of variables in (7.18)

Xi = nx + x(n —1i)
/Nfz':"f

and let C; be the corresponding curve in the new coordinate system Y;, k;. Then C; is the
frozen boundary of a uniform dimer model on contracting hexagon lattice with boundary
condition given by m;. For 1 < j < s, let r; = limpy o0 %

By the results in [10, 7, 8, 5], C; satisfies the following conditions

(1) It is tangent to /&; = 0 with D; tangent points;

(2) It is tangent to k; = 1 with a unique tangent point;

(3) It is tangent to x; = nrq,,,—1 + (n —14);

(4) It is tangent to K; = —x; +nrg, +n — i+ 1;

(5) It is in the bounded region bounded by the curves k; = 0, &; = 1, x; = 0, £; =
—Xi +nrg, +n—1i+1.

Then Cj satisfies the following conditions
(1) It is tangent to k; = 0 with D; tangent points;

(2) It is tangent to k; = 1 with a unique tangent point;

(3) It is tangent to n(x — rq;,,—1) + (k — 1)(n — i) = 0;

(4) It is tangent to n(x —rq,) + (n —i+1)(k — 1) = 0;

(5) It is in the bounded region R; bounded by the curves x; =0, k; = 1, n(x—74,,,-1)+

(k—1)(n—14)=0,n(x—rqg)+n—i+1)(k—1)=0.
Under the assumption that r1 > ro > ... > 7, it is straightforward to check that R;,NR; =
(). Then the theorem follows. g

To illustrate Theorem 7.10, let us see the following example.
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Example 7.11. Consider a contracting hexagon lattice with period 1 x 2. Let x1 = 1, and
i—j < e N Assume N is an integer multiple of 6.

)\1(N) :)\Q(N) = ... :)\%(N) :,ul(N)
)‘%-H(N) = A%-}-Q(N) == /\%(N) = p2(N)
Av 1 (N) = Ay o (N) = ... = dan (N) = p3(N)
Aax ) (N) = An H(N) = ... = Asv (N) = pa(N)
Aoy 1 (N) = Ay p(N) = .. = An(N) = ps(N) = 0
For1<j5<5, let
o pi(N)
SN TN
Note that r5 = 0. Then we have qﬁ(l’c’o)(N) € GTTEJ s given by
2

7

QZ)(LOO)(N): /Ll(N)—I—%’ 1f1§z§%
pe(N)+ 4, if f+1<i< ¥
and ¢(270)(N) € GTTEJ is given by
2
ps(N), if 1<i< ¥
2 .
0,if ¥+1<i<¥
Hence my is the uniform measure on [2ry +1,2rs + %] U [2r + %72741 +2]; and my is

the uniform measure on [O, %] U [27"4 + %, 2ry + %] U [27“3 + %, 2rs + 1]. Then we have the
following two systems of linear equations

t1 — K_Z1:2X+K,

z
- (t1—27‘1—%)(t1—27‘2—1)

= (t1727’172)(t1727‘27%)
and
t2 - zH—Zl = 2X
5= t2(t2727‘47%)(t2727'37%)
(t27%)(t2721”47%)(t2727“371)
Then
(t1—2r1 —3) (t1 — 2rpy — 1) ta (ta —2rg — 3) (t2 — 2rs — 2)
Uy (ty) = o Uaty) = I > :
(t1—2r1 —2) (t1 — 2rp — 3) (ta—3) (t2 —2r4 — 3) (t2 — 2r3 — 1)
1 1
Ji(t1) = ————— + 2; Jo(tg) = ——— + 1.
=gty Rl =gy

The boundary separating the region where the first system has only real roots and the first
system has a pair of complex conjugate roots is given by

xa(in) =3 [~ 7]

w1(t1) = 7




SCHUR FUNCTION AND LIMIT SHAPE OF DIMERS 53
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F1GURE 7.1. Frozen boundary for a contracting hexagonal lattice when
n =2, (r,re,r3,re) = (12,8,5,2), represented by the union of the red
curve and the blue curve.

The boundary separating the region where the second system has only real roots and the
second system has a pair of complex conjugate roots is given by

xa(ta) = 3 [tz - Zgzﬂ

raltz) = i

For (r1,ra,r3,7m4) = (12,8,5,2); see Figure 7.1 for a picture of the frozen boundary.
7.2. Square-hexagonal lattice with |Io N [n]| = 1. Now we consider the case when
(I N [n]| = {r},
where r is a positive integer satisfying 1 < r < n. Heuristically, there is exactly one row

with the structure of a square grid in each period; and all the other rows in the period has
the structure of a hexagon lattice. In this case, for each 2 < i < n we can write (7.5) as

follows
{1tiﬁ Torz l_nx"i"n(n,.?l)-

When i = 1, (7.5) can be written as
t -1
ﬁ_l K zZ— +ﬁz+zcrznw+n(l71n)'
Stm, (i) = log(2).

where ¢, = %

Then we have for 2 <1i < n,
[T [ + na(l = k) + K(n — 1) = Bix
(7.20) 2= — = Gi(z,x)
ILZ, L’f_zl +nx(l—k)+k(n—1)— %74

and for i =1,

N 1 R R e R e et o

Hk 0 {7 - z+c +nz(l — k) + K(n —1) — 'Yi,k}

Lemma 7.12. Assume xg > 0 is such that equation (7.21) (resp. (7.20)) has a pair of
complex conjugate roots when i =1 (resp. 2 < i < n). Let s;(x) be a real root of (7.19).
Then

0si(x)
Ox

It is equal to 0 if and only if s;(zo) = 1.

T=x0




54 ZHONGYANG LI

Proof. When 2 < ¢ < n, the lemma follows from lemma 7.9. When ¢ = 1, (7.21) is the same
as the equation for rectangular Aztec diamond with period 1 x 1 and parameter ¢ = ¢,
boundary condition given by m;; see equation (8.6) of [8]. Then the lemma follows from
the same argument as the proof of Lemma 4.5 in [8]. O

Now let us consider a rectangular Aztec diamond (resp. contracting hexagon lattice)
with boundary partition given by ¢(»7°)(N) € GT} when i = 1 (resp. 2 < i < n). Let

n

k € (0,1), and m{ be the limit counting measure for the partitions on the L%Jth row,

counting from the bottom. Then using the same arguments as before, we obtain that
Stms <nx + /<;(1n—z)) = log(zf(x))
i —K

Hence we have

. m|ds
2F() = exp ( [ )s
R nx + 1—r S
and
(n:c + K(lnf_;) —5— ie) mY [ds]
28 (x + i€) = exp / - 5
R (mc + 7’%1”__;) — 3) + €2

Therefore S[zF(x + i€)] < 0 when € is a small positive number. However, when complex
roots exist for (7.19), for real root s;(x), Lemma 7.9 implies that 3[s;(x +i€)] > 0 when € is
a small positive number. This implies that when complex roots exist for (7.19), zF(x + ie)
cannot be real. Then we have the following theorem

Theorem 7.13. Assume Iy N[n] = {r}, where r is a positive integer satisfying 1 < r < n.
For the contracting square-hexagon lattice, (x, k) is in the frozen region if and only if (7.4)
only has real roots for all 1 < i <n. The frozen boundary consists of n disjoint cloud curve
Ci,...,Cy, where for 2 <i <mn, C; is a cloud curve of class D; + 1; C1 is a cloud curve
of class 2(D1 + 1). The curve C; has an explicit parametrization given by

- 1 o Jl(tz) e 1
) =5 6= 363900 = g

where for 2 <i<mn;

. 1
Ji(ti)) =(n—i+1)+ Ut — 1
fori=1
Jl(tl) = ¥+n—1+#
Ui(t) —1 Uy(t) + ¢

and V; is given by (7.15). Moreover, for 2 < i < n, each C; is tangent to Kk = 0 with
D; tangent points, and C} is tangent to kK = 0 with 2D; + 1 points. For 1 < i <mn, Cj is
tangent to k = 1 with a unique tangent point. The curve C, is tangent to x = 0, and the
curve C s tangent to x — rq, + %(K} —2)=0.

To illustrate Theorem 7.13, let us see the following example.
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. A

0 2 4 6 8 10 12 14

FI1GURE 7.2. Frozen boundary for a contracting square hexagon lattice with
n =2, [I,N{1,2}| =1 when (r1,r9,r3,74) = (12,8,5,2),¢, = %, represented
by the union of the red curve and the blue curve.

Example 7.14. Consider a contracting square-hexagon lattice with period 1x2. Letx1 =1,
and 32 < e N Assume N is an integer multiple of 6. Let A\(N), u(N), r; (1 < j <5),
"0 (1 <1 <2), m; be given as in Example 7.11. Then we have the following two systems
of linear equations

th— 755 =2x+k
” = (t1—27‘1—%)(t1—27’2—1)
o (t1—2’r‘1—2)(t1—27‘2—%)
and
ta — zlizl zizcr = 2X
_ (et (tn2)
- (tgfé)(t2727’47%)(t2727‘371)
Then
(tl — 2T1 — %) (tl — 27’2 — 1) tQ (tg — 27’4 — %) (tg — 27’3 — %)
Uy (ty) = 3N Uy(ta) = T 5 .
(tl - 27“1 - 2) (tl - 27“2 — 5) (tg — 3) (tg — 27“4 — §) (tg — 27“3 — 1)
1 c 1
J(t)==———+1+ - Jo(te) = ————— + 1.

N \Ifl(tl) —1 \Ill(tl) + C,«’ N \Ilg(tg) -1

The boundary separating the region where the first system has only real roots and the first
system has a pair of complex conjugate roots is given by

xi(t) =13 [t1 - 283}

w1(t1) = grtay

The boundary separating the region where the second system has only real roots and the
second system has a pair of complex conjugate roots is given by

Xa(t2) = & [tz — jzgzﬂ

2(t2) = e

For (r1,re,13,74) = (12,8,5,2), ¢, = %; see Figure 7.2 for a picture of the frozen boundary.

8. APPENDIX

In this section, we give concrete examples to illustrate the combintorial formula to com-
pute the Schur functions. Example 8.1 is to illustrate Theorem 2.4; and Example 8.2 is to
illustrate Corollary 3.4.

Example 8.1. Let N =4, A = (3,3,3,1), and X = (x1,x2,21,x2). Assume x1 # xo Then

(8.1) sx(z1, 9, 11, T2) = wia (327 + 4x129 + 333)
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Moreover,
4!
[2a/53T | = 5 =

We find an representative for each right cosets in [Y4/%5]", as follows:
o1 = id; o1 = (12); o3 = (34);
o4 =(23); o5 =(14); o6 =(12)(34).
Then we can compute

(o O Ok O\ __ (2,1,1,0) lfk:1,2,3,6
(" 15 i ){ (2,2,0,0)  if k=4,5

and
o) =(5,4), ¢ =(4,1)
¢l = (4,4),  ¢*7) =(5,1)
¢l = (5,1),  ¢®7) = (4,4)
ol =(55), oW =(31)
o) =(3,1), ¢ =(55)
o) = (4,1),  ¢®7) = (5,4)

Computing the right hand side of (3.5), we obtain exactly the right hand side of (8.1).

Example 8.2. Let N =4, A = (3,3,3,1), and X = (x1,x9,21,x2). Assume x1 # xo Then
sa(u1, x2, 1, T2)

(8.2) = w23 (3udeied + 2ulxad + udnd + 2uiatal 4+ w2 + 2323);
sxa(u1, uz, v1, T2)

2,22 2,2 2,22 2, .2 2 2
= urugr1 2 (ujusey + uTusT1Te + UTUST, + UTULT Ty + UTULT TS

(8.3) Futrirs 4+ uusrice + uusr 23 + uyugxi s + usrias);

sx(u1, ug, uz, z2)

= ulung:I:g(u%u%ug + u%u%u;gacg + u%u%x% + u%ugugxg + U%UQUgZ‘% + u%u%x%
(8.4) Furuduizy + uyuduzrs + uyusuiars + uiuiel)

Fori € {1,2} and j € {1,2,3,4,5,6}, ¢(v7) can be computed as in Example 8.1. We
have
U U U 4 U
o (1) = Do) =(2) (2],
R (xl > e <$1 ) <$1> <$1 " )
4 4
ul U3 1 U3 231 uz '\ u1 +us
o (3131) = e (5030 = () () 0
xr1 X1 xr1 X1 x1 X1 €1
Sp(2:01) (17 1) = 514, (17 1) =4

2
U2 U U U2
S¢(2’Ul) ( ’ 1) N 8(4’1) < 7 1> N < ) [< > + 1
T2 To To To

=]
x2
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S¢(2,a3) (1, 1)

U2
8¢(2’0‘3) ;2, 1
Uy
s¢(17”4) <l‘1’ 1) =

Uy us
Sp(1,04) - =
P4 ml’ T

U
S(4,4) (xl’l> = <
ul

8(4

S¢(2,a4) (1, 1) = 8(371) (1, 1) =3

Uz 1 Uug
S, 200 | — = s =
¢(2:94) Ty ) (3,1) s )

U1 1 u1l
S.(1,0 —_— = S —_—
o) | o CRV

U1 U3 U1
S.(1,0 —_— = S —_—
oo \ o o CRV -

S¢(2105) (1’ 1)

U2
Sp(2:95) Ty 1

)
)

U1
Z1

u3

I

)|

):

)+ ()

() (2)(
5(5,5) (1, 1) =1

)=

5(5,5) <

U2
)
T2

- (2
2

us
T1

)+ (
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Uy Uy Ul Ul 2 U1
Sg(1,06) <71> = W4J)<71)3: () () +1 {—+1].
x1 €1 T T T
up ug ul U3
S o —_—, — = 8 —, —
(1,76) 1 T (4,1) 71’ 71

Ssoe) (1,1) = 554y (1,1) =2

4
U u2 () Uz
o —, 1 et —, 1 = e e 1
Kt <$2 > SﬁA)<Ja ) <w2> <$2+ >

Computing the right hand side of (5.5) when k = 1,2, 3, we obtain exactly the right hand
side of (8.2)-(8.4).
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