Linear Algebra [1]

3.3 Diagoanlization and Eigenvalues

e Eigenvalues and Eigenvectors

Def. An n X n matrix D is called a diagonal matrix if D
has the form

(.) )\.2 O :diag(Ala)\%'“ 7)\71)
0 0 --- M\,
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Observations:
1. If A= PBP~! then A* = PB*P~ 1 fork=1,2,.--.
2. If D = diag(A1, A2, -+, \y) is a diagonal matrix, then

DF = diag(AT, A5, -+, A%)

These observations suggest an efficient way to calculate A,

More precisely, if we can find a diagonal matrix D s.t.
A =PDP~!, then A" = PD*P—1,
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Def. A : n X n matrix

A number )\ is called an eigenvalue of A if 4 a nonzero
X e F" s.t.
AX = )X,

and such an X is called an eigenvector of A corresponding
to the eigenvalue \, or \-eigenvector for short.

3 9
I —1

D

Eg. lfA:[ .

] and X = [ ] then AX =4X. Thus

D

A =4 is an eigenvalue of A and X = [1

] IS an eigenvector

of A corresponding to A = 4.

Question : How can we get all the eigenvalues and
eigenvectors of a matrix?
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Def. A : n xXn matrix.
The characteristic polynomial ca(x) of A is defined by

ca(z) =det(zl — A).

A characteristic polynomial is indeed a polynomial of degree

1.

Thm. A : n X n matrix.
1. The eigenvalues \ of A are the roots of c4(x).

2. The \-eigenvectors X are the nonzero solutions of

(A — A)X = O.
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Proof. Assume that X\ is an eigenvalue of A with an
eigenvector X. Then AX = AX = AIX and (\] — A)X =

O. Hence, X is a nontrivial solution of (Al — A)X = O.
Since the equation has a nontrivial solution, we have

det(M — A) = ca(\) = 0

and so A is a root of the characteristic polynomial.

Conversely, a similar argument shows that a root A\ of c4(x)
is indeed an eigenvalue and that a solution of (A\I—A)X = O
IS an eigenvector. O
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3 9
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ol = A= [g([; S:] B E —51] - [x—_13 :z:_+51] ’
ca(z) =det(xl — A) =2° -2 —8 = (x — 4)(z + 2),

and so A\ = 4 and Ay = —2 are eigenvalues.

) AL =4
(M] —A)X = [_11 _55] [ij - [8] '

I B P P I R G

Eg. Consider [ ] Then

Kyu-Hwan Lee



Linear Algebra [7]

i) Ay = —2

a2 B -

—1 —1 0 O i)
Eg.
1 2 —1] -1 -2 1
A=11 0 1|, ol—-A=]| -1 =z -1 |,
4 —4 5 4 4 x—5

ca(z) = det(zl—A) = 2°—62°+112—6 = (z—1)(z—2)(x—3),

and so A\ =1, Ay =2, A3 = 3 are eigenvalues.
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) A =1

0
MI—A=|-1
—4
II) )\2 = 2
B
Ml—A=|-1
—4
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ji) A3 = 3

2 -2 1 1
AM[—-A=1]—-1 3 —-1| =10
—4 4 =2 0

Eg.

—1 0

S = O

e L

< N L

A:[O 1], ca(z) = det(z] — A) =

IfF =R, A has no eigenvalue.
IfF = C, A has eigenvalues +i.
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Eg. Consider an upper triangular matrix

DY
0 0 - M\,

What are the eigenvalues of A7

Eg. A and AT have the same eigenvalues. Indeed,

c,r(z) = det(xl — AY) = det(zI? — A)
= det[(x] — A)'] = det(xl — A) = ca(x).
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e Diagonalization

Def. An n xn matrix A is called diagonalizable if 3 an
invertible P s.t. P~Y'AP = D is diagonal.

Assume that P7'AP = D. Write P = [X; X5 -+ X,
and AP = PD.
AP=AX; X, -+ X,|=|AX; AX, --- AX,]|.
A; O -~ 0]
PD = [X; Xo --- X, (:) A:z (:)
00 A,
= [ MXT Xy .- A_an}. _
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Comparing columns, we have
AXZ = )\ZXZ for each z.

Thus the diagonal entries of D are eigenvalues of A, and the
columns of P are corresponding eigenvectors.

Conversely, assume that we have AX; = \;X; for each
i with P = [X; X, --- X,| invertible. Write D =
diag(A1, Ao, -+, Apn). It's easy to see that AP = PD and
P~ AP =D.

Thm. A : n xXn matrix

A is diagonalizable if and only if it has eigenvectors
X1, X0, , X, st. P=1Xy Xo -+ X,| is invertible.
In this case, P~1AP = D = diag(\, Ao, - -+, \,), where \;
is the eigenvalue of A corresponding to X;.
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Eg.

I 2
A=1(1 0
4 —4
Ao =2, Xo=
-1 -2
P=11 1
2 4
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Eg.

0 1 1] r -1 -1
A=11 0 1|, calz)=|-1 = —1|=(z—-2)(z+1)=~
1 10 —1 -1 =z
The eigenvalues are A1 = 2 and Ay = —1.
I') )\1:2
o —1 -1 1 0 =1] [a] 1)
M-A=|-1 2 —1|=101 =1, |z =t]1
1 -1 2 00 0 T3 1
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i) A = —1

—1 -1 -1 1 1 1

M —A=|-1 -1 =1 =10 0 0},
~1 -1 -1 0 0 0

( — - _ - _ -

T1+ T2+ T3 = 1 —1 —1
§ T2 =5 , ol =s | 1 | 4+t| 0
Ty = L3 0 1

\ 3 L |
1 -1 —1 2 0 0
P=1|1 1 0|, P'AP=1|0 -1 0
1 0 1 0 0 -1
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Eg. [(1) ﬂ calr) = (x — 1), and so we have one

eigenvalue A = 1.

veas = =l

A is not diagonalizable.

I 2

Eg. LetA:[S N

] . Compute A0V,

ealz) = [5’3__31 x_—22] — (z—4)(z+1).

The eigenvalues are Ay = 4 and Ay = —1.
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) A =
_ _2
Ml — A= [—33 22] ~ [(1) 03]’
2
L1 o 3 o 2
A=l o=l
II) )\2 = —1
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2 -1 L 11 1 s o 40
P2 oL parep 0]

3 1[0 110 5]|-3 2
(24100 _1 1 1
_3 . 4100 1 ~3 9
2.4100 1 3 9.4100 _9
_3.4100_3 3.4100_|_2 :

A100 _ pploop-1 _ [2 —1] [4100 0 ] 1 [ 1 1]

QU — Ot =
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