Linear Algebra

2.3 Matrix Inverses

e Definition

Def. A :

a square matrix

B is the inverse of A if AB = BA =1,

In this case, A : invertible or nonsingular.

Thm 1.

Proof.

[
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If B and C : inverses of A, then B = C.

CA=1=AB.
B=IB=CAB=CI=C.
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0 —1

AB:L 9

Similarly, BA = 1.

Ib_\ OI IO HI

ol =L

Therefore, B=A"1and A= B!,

Eg 3. IfA3 =1, then A=1 =77

A’ =A?A=AA°=1T.

Kyu-Hwan Lee

Thus, A=t = A% and (A*)~!
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Eg 4. A:[a b] and ad — bc # 0.
c d
1 d —b
A"l = :
ad—bc[—c a]

e Inverses and linear systems

AX =B
If A—1 exists,

A7 1AX =A"1'B, IX=A"'B, X=A'B.

A unique solution!

Kyu-Hwan Lee

[3]



Linear Algebra [4]

Thm 5. AX = B (A : square)
If A is invertible, then it has the unique solution X = A~'B.
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Rmk 7.

1. In general, finding A=! is much more complicated than
solving AX = B.
2. Not every square matrix has the inverse.

e Properties

Thm 8. A, B : square matrices

1L (A YH)1=4

If A and B are invertible, (AB)™1 = B~1A~1
(AjAg--- Ap) t=A " ATTAT!

(AF)~ = (A1
(CLA) 1 __ 1A 1
(AT) 1 = (AT

S~ D
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Proof.

ABB 'A' = A(BB HA ' =AA"1 =1
Similarly, B~"'A71AB =1. So (AB)"!'=B~1'A~1.
(A1 AsA5) ™" = [(A142)As] ™ = ATH(A145) " = A7 AT AT

AfA DY =A A =11 =1
(A H'AT = AaAaH =11 = 1.
]

A and B are invertible = AB is invertible. Actually, the
converse Is also true.

A : invertible & AT : invertible
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2.4 Elementary matrices

e Definition

Elementary row operations:
Type | : Interchange two rows
Type Il : Multiply a row by a nonzero number
Type lll : Add a multiple of a row to a different row

Def. An elementary matrix is a matrix obtained from the
identity matrix by an elementary row operation.
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Thm 9. A : m xn, E : m x m elementary matrix
obtained by performing some elementary row operation on

I. If the same operation is performed on A, the resulting
matrix is KA.

e Inverse operation

Operation Inverse operation
Interchange rows p and ¢ Interchange rows p and ¢
Multiply row p by ¢ # 0 Multiply row p by %

Add k times row p to row ¢ | Add —k times row p to row q

I ~» E7 by an operation p, [ ~» E5 by the inverse operation u

E2E1 — [ and E1E2 = 1.
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Thm 10. Every elementary matrix E is invertible.

010 010
Ei=11 00|, E/'=]100
0 0 1 00 1
100 100
Ey=10 10|, E;'=1010
0 05 0 0 <
10 3 10 -3
Es=10 10|, E;'=1]01 0
0 0 1 00 1
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Note that
if A~ R in reduced row echelon form, we have

Ei---EsE1A = R.

If A is a square matrix, then either R = I or R has a row of
Zeros.
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2.5 Theorem and algorithm

Thm 11. TFAE

1. A is invertible.

2. AX = O has only the trivial solution.

3. A can be carried to I by elementary row operations.
4. A has rank n.

5. AX = B has a unique solution for every B.

6. 3C s.t. AC =1.

/. A is a product of elementary matrices.
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Proof.

(1) = (2) : A 1AX = 0O and X = O.

(2) = (3): A~ Rinrref. AX =0 and RX = O
are equivalent. If R # I has a row of zeros, RX = O has

infinitely many solutions, so does AX = O, a contradiction!
Hence R = I.

(3) = (4) : By definition.

(4) = (5) : Note that the number of parameters is 0.
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(5) = (6) :

_1_ (1) _O_
AXy = 0 ,AXo = (0}, ,AX, = O
E 1
_0_ 0 |

10 0]
Al X e X]= |0 N =

0 0 1

C=X1 X, X,
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(6) = (7) : A~ R in r.r.e.f. Then
Ey---FEiA=R.

If R =1, then A = Efl e Ek_l. Otherwise, R has a row of
zeros. In that case,

E, --F,=E, - EAC = RC

RCE{ - E ‘=1

The left side has a row of zeros, a contradiction!

(7):>(1): If A= FE;---E} then A_lek_l"'El_l- ]
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e Inversion method

Assume that AA™! = 1. We write A~ = [ X1 X5 X,
where X; : ith column of A=1.

- - O -
1
1
AAT =T «—= AX, = O JAXo = |0, L AX,, =
_O_ 0 i
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1 0 0
0 1 0
augmented matrices: |A O |,|A O |,---,|A
. . O
I 0] | 0 I 1]
= I Xu|,[I Xo|, -, |I X,

using the same series of elementary row operations for each.

Simultaneously,

A Il=|1 X1Xo--X,| =1 A7

Note that the last matrix is in r.r.e.f.
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— Inversion algorithm
A Il=|I A

using elementary row operations.

If A is not invertible, then A cannot be carried to I.
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Eg 13.

[21]

1 2 _3
B=1|1 -2 1
5 -2 —3
1 2 -3 10 0
B Il=|1 -2 1 010
5 -2 -3 0 0 1
1 2 -3 1 0 0
—~ |0 -4 4 -1 1 0
0 0 0 -2 -3 1

Hence, B is not invertible, i.e. B is singular.
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