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Abstract

In this paper, we study the uniqueness problem of a two-phase elliptic free boundary problem arising
from the phase transition problem subject to given boundary data. We show that in general the comparison
principle between the sub- and super-solutions does not hold, and there is no uniqueness of either a viscosity
solution or a minimizer of this free boundary problem by constructing counter-examples in various cases
in any dimension. In one-dimension, a bifurcation phenomenon presents and the uniqueness problem has
been completely analyzed. In fact, the critical case signifies the change from uniqueness to non-uniqueness
of a solution of the free boundary problem. Non-uniqueness of a solution of the free boundary problem
suggests different physical stationary states caused by different processes, such as melting of ice or so-
lidification of water, even with the same prescribed boundary data. However, we prove that a uniqueness
theorem is true for the initial-boundary value problem of an e-evolutionary problem which is the smoothed
two-phase parabolic free boundary problem.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction

The two-phase free boundary problem about phase transition has been under study for a long
time. The free boundary problem for the Laplace equation has been studied extensively by Caf-
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farelli, in [5-7], and by others, e.g. [1], in the 1980s. In [5-7], Caffarelli proved the existence
and regularity of a solution, together with the regularity of its free boundary, given the boundary
data. His main tools are the method of variable radii and a boundary Harnack inequality across
the free boundary. His results and methods have influenced many researchers working in the
subject and been generalized in many directions including to fully non-linear elliptic partial dif-
ferential equations [10—13], etc., and to the parabolic heat equation [2—4], etc. On the other hand,
Caffarelli, Jerison and Kenig proved some new monotonicity theorems where the boundedness,
instead of the monotonicity, of the ‘monotone’ function holds so that the regularity of a weak so-
lution of the Prandtl-Batchelor equation, the inhomogeneous two-phase free boundary problem
for the Laplacian, follows (see [8]). Nevertheless, the uniqueness of a solution of the two-phase
free boundary problem even for the Laplace equation with given boundary data is, however, un-
touched. This paper provides an attempt to answer the uniqueness question about a solution of
the two-phase free boundary problem for the Laplace equation. Contrary to initially believed by
the authors, the uniqueness of a viscosity solution or a minimizer is in general false. Instead, we
have found an interesting bifurcation phenomenon about the uniqueness of a solution of the free
boundary problem in 1D. On the other hand, we have proved uniqueness of a viscosity solution
of an e-evolutionary problem holds. This evidence together with the counter-examples in the
stationary case lead us to believe the non-uniqueness arises from evolutions with different initial
states and is inevitable even if more stringent topological or boundary conditions are imposed.

We start out with introduction of concepts and notations. Suppose §2 is a bounded domain
in R” with sufficiently smooth boundary, say C! boundary. Let o € C(3£2) and g : [0, 00) —
(0, 00), where g is strictly increasing Lipschitz continuous function with polynomial growth
at co. Note g(0) > 0. Typical examples of such functions g are g(s) =+/s2 + 1 and g(s) = s + 1.

For a continuous function u : 2 — 9, we define 27 (u) = {x € 2: u(x) >0}, 2~ (u) =
2\2%(u), and F(u) = 982" (1) N §2 which is called the free boundary of u. 2% (1) and 2~ (1)
are the positive and negative phases. A free boundary point xg € F () is said to be regular if
there is a ball B, C 27 (u) or B, C £27 (u) that touches F(u) at xo. If this is the case, we denote
by v the radial direction at the tangent point xq that points inward of £27 (u).

The free boundary problem of phase transition we consider is formulated in a PDE form as

Au=0 in 27 (w) U™ (),
u:r =g(u,) along F(u),

U=0o onds2,

where u € C(£2), or variationally as minimizing the functional

J(u)=f|w|2+x2<u>dx,
2

where u € W12(£2) N C(£2) such that lim,c o, u(x) = o (a) for every a € 352,

200 {Af ifu <0,
u)—=—
2
)‘2

ifu >0,

and A% —A% > 0.
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We define a viscosity solution of the free boundary problem as follows.

Definition 1.1. A continuous function u is called a viscosity sub-solution of the elliptic two-
phase free boundary problem, if it verifies the following conditions.

1. Au>0in 27 (u) U 27 (u) in the viscosity sense.
2. Vxo € F(u) := 0352 N £2, if there exists a ball B, C £27F(u) that touches F(u) at xo, then
there exists 8 > 0 such that

u(x) = a(x —xo, )" — Blx —x0, V)~ +o(|x —x0|)

for all x near xo, where o = g(f) and v is the radial direction of 9B, at xo pointing
to 21 (u).

A continuous function v is a viscosity super-solution of the elliptic two-phase free boundary
problem in £2, if it verifies the following conditions.

1. Av<0in 2% (v) U 27 (v) in the viscosity sense.
2. Vxg € F(v) := 0821 (v) N $2, if there exists a ball B, C £27 (v) that touches F(v) at xg, then
there exists f > 0 such that

v(x) <afx —x0,0)" = Blx —x0,)” +o(lx —xol)

for all x near xo, where o = g(B) and v is the radial direction of 9B, at x¢ pointing
to 21 (v).

A continuous function u is a viscosity solution of the elliptic two-phase free boundary prob-
lem if it is both a viscosity sub-solution and viscosity super-solution.

Remark 1.1. According to Caffarelli’s theory [5—7], a viscosity solution of the free boundary
problem is indeed an as classical as possible solution of the free boundary problem. In particular,
the set of singular free boundary points is of (n — 1)-Hausdorff measure 0. Nevertheless, in
the following we still adopt the term “viscosity solutions” instead of “classical solutions” to
distinguish them from minimizers.

Contrary to the properties of viscosity solutions of the Dirichlet problem for the Laplace
equation, the following facts about a viscosity solution of the free boundary problem deserve
mentioning.

That u is a viscosity solution does not imply —u is also a viscosity solution.

That u is a viscosity solution does not imply u + C is also a viscosity solution for a con-
stant C.

That # and v are both viscosity solutions does not imply u + v or u — v is also a viscosity
solution.

The uniqueness problem about the phase transition is formulated either in a PDE way as “Is
there a unique viscosity solution of the free boundary problem, given a continuous boundary
date ¢ 7” or variationally as “Is there a unique minimizer of the functional J(u), given a con-
tinuous boundary data o ?” This paper answers these questions with counter-examples. On the
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o(b)

a v=0 c b

Fig. 1. The basic picture.

other hand, a uniqueness theorem of an evolutionary problem is proved. We propose a plausible
explanation of non-uniqueness in the elliptic problem. However, many detailed questions about
non-uniqueness in the elliptic free boundary problem are still open. Some of them are summa-
rized in the last section.

We organize the paper in the following order. In the next three sections, we provide counter-
examples to the uniqueness question in various cases in 1D and multi-dimensions, followed by a
section devoted to the 1D bifurcation phenomenon. In the last section, we prove the uniqueness
theorem for the e-evolutionary problem. We conclude the paper with a list of open questions
about uniqueness in the elliptic case.

2. Counter-examples in 1D

In this section, we provide counter-examples to the uniqueness problem in 1D of various kinds
of free boundaries and boundary data.

We start with the basic picture. Take §2 = (a, b), and the boundary data o(a) = 0 and
o(b) > 0, where a is taken so that a < ¢ :=b — :Eg; Recall that g : [0, 0c0) — (0, 00) is the
function that prescribes the free boundary condition.

Define u : 2 — Rby u(x) = =20 (b), and v : 2 — R by

~ b—a

0 if x € la, c],

v(x) = { .
g0)(x —c) ifxe(c,b].

Then u is harmonic on £2 with no free boundary point. Thus it is a viscosity solution of
the free boundary problem. v has exactly one free boundary point ¢ at which v}’ = g(0) and
v, = 0. So the free boundary condition v;" = g(v;") is verified at the free boundary point c.
Therefore v is also a viscosity solution and v = u on 9£2. u and v are two viscosity solutions
of the free boundary problem with equal boundary condition. Fig. 1 illustrates the counter-
example.

We now modify the basic picture to obtain a counter-example in which both # and v have
free boundary points. In fact, we glue two pieces of the basic picture with the roles of u# and v
switched in the two cases. More precisely, let £2 = (a,b) U (b,¢), o(a) > 0, o(b) =0, and
o(c) > 0,whered :=a+ ‘;ES; <b<e:=c— ‘;Eg)) by taking a small enough and ¢ large enough.
Define u, v: 2 — R by

—g(0)(x —d) ifxela,d],
ulx) = 0 if x € (d, b],
%a(c) if x € (b, c],
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o(a) o(c)

Fig. 2. Both with free boundary.

o(a) o (c)
v
u u
v u=v
a d u=0 b v=0 e c g f
o(f)
Fig. 3. With changing sign.
o (b)
o(b) u
u
7 v
[5 d v ¢
a u d b a v e b
v u
o(a) o(a)

Fig. 4. Impossible pictures.

and

%o(a) if x € [a, b],
v(x)=10 if x € (b, e],
g0)(x —e) ifxe(ecl.

Then u and v have both exactly one free boundary point, namely d and e respectively, at which
the free boundary condition is readily verified. So u# and v are two different viscosity solutions
satisfying the same boundary condition which have free boundary points. See Fig. 2.

At last, we give counter-examples in case the boundary data change sign. We simply attach a
viscosity solution to the two distinct viscosity solutions obtained in the preceding case.

Take 2 = (a,b) U (b,c) U (c, ), 0(a) >0,0(b)=0,0(c) >0, o(f) <0, and take d, e,
and g as in the previous case so that the free boundary condition is verified. So # and v are distinct
viscosity solutions of the free boundary problem with the same boundary data as illustrated in
Fig. 3.

On the other hand, the pictures in Fig. 4 are impossible due to the monotonicity of the free
boundary condition uj =g(u ), where 2 = (a, b).
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o(a) u o(b)

a c v=0 d b

Fig. 5. Minimum principle fails.

The picture of two viscosity solutions on the left is impossible as uj(c) < vj (),
uy (¢) > vy (d), uf (c) = g(u; (c)), v\ (d) = g(v, (d)), and g is strictly increasing. For simi-
lar reasons, the picture of two viscosity solutions on the right is not possible, either.

Another counter-example is worth mentioning. If o (a) >0, 0(b) >0, and b — a > %

ZE—S)), then we have the counter-example in Fig. 5.

In words,

45 (b). forxela.bl,
a

u(x) = Z:Za(a)—l-z:

and

g0)(c—x) ifa<x<c,
v(x)=10 ife<x <d,
gO)(x —d) ifd<x<b,

where c =a + ggg)) andd =b — ‘;E—g)). Notice thatd > cas b —a > Z,ES)) %.
On account of this counter-example, the minimum principle does not hold if & > 0 on 0£2.
The following two sections give counter-examples in multi-dimensions. Using these counter-
examples and attach more annuli or shells in the same way as in 1D, we may have counter-
examples of various cases as above. In fact, we can construct counter-examples in any dimension
in this way. One should be convinced that the non-uniqueness is a physical phenomenon instead

of a problem arising from mathematical modeling.
3. A counter-example to the uniqueness of a viscosity solution in multi-dimensions

Similar to the 1D case, even in the simplest form of a two-phase free boundary problem
in multi-dimensions, the uniqueness of a viscosity solution is false, as shown by the following
example. Indeed, we consider the uniqueness of a viscosity solution of the following two-phase
free boundary problem.

Aut =0 in 2% (),

Au— =0 in 2 (u),

()’ = (uy)? =1 along Fu) =32+ )N 2,
u=o on d52.

We take §2 = B;(0), the unit ball of R"”. Here we assume n > 2 for simplicity. The example
also works in dimension two with proper modification in the formula of the function constructed.
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Pick any value in (0, 1) for a number s. We take a constant function o (x) = - 1 ;,2_1 >0onds2.
Define a function ug € C(£2) by

_ n=2
up(x) = 1
on £2. Clearly u is a viscosity solution of the two-phase free boundary problem, as it does not
even have a free boundary.

The second function u; € C(£2) is defined by the formula
ui(x)=alx|> " +b

witha=—2— <0and b= %5 > 0.
n—1
Then u; =a +b = *"5- on 352 and u; =as> 4+ b =0 on dB,(0). Clearly Au; =0 in

B1\ By as u is basically the fundamental solution of the Laplacian.
Furthermore, along F(u1) = 9 B,(0),

dul =a@—n)s' ™" =1
while 9,1, = 0. So the free boundary condition

2 -2
(@rui)” = (0ruy)" =1

is verified in the classical sense and hence in the viscosity sense.
So, for the same boundary data o € C(952), one obtains two distinct viscosity solutions u
and u1, for any s with 0 < s < 1, of the same two-phase free boundary problem.

4. A counter-example of the uniqueness of a minimizer in multi-dimensions

One might think though there are more than one viscosity solution of a two-phase free bound-
ary problem, there is probably only one minimizer of a corresponding variational problem. Well,
we give a counter-example to the uniqueness of a minimizer of the following simplest variational
problem. For simplicity, we assume again the dimension n > 2. A similar counter-example may
be constructed in two dimensions or in 1D.

Let £2 = By, the unit ball of R" as in the previous section. We take A; > 0 and X, > 0 such
that A = )»% — )»% > (, but otherwise the values of A; and A, are free to pick.

Define h(s) = “=25" +s"~2 — 1, for 5 € [0, 1]. Then h(0) = —1 <0 < =2 = h(1). So there
exists an so € (0, 1) such that i(s9) =0, i.e.

-2
" sg—i—sg*z—l:O.
Then
n—2 l—s8_2 sg_"—l
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Take A = % > 0. It follows that (2'__—,,2)’; = Asg. This equality combined with "n;z =
sg(sy "= So  —
2—n_
ai —— implies that
0

(n —2)? 2 0- 2
1 =55 (57" =1)".

Now let g(s) = (n — 2)? — As" 2(s>" — )2, s € (0,1]. For s € (0,1), g'(s) =
—m=2)As" 3T 1) 42— As M =) =(n =2 As T (52T = D(1 +5""2) > 0.
So g is an increasing function, and g(1) = (n — 2)*> > 0 and lim,_, 0, g(s) = —oc. In addition,
the choice of sy implies that g(so) = 0 as @ = s(')’_z(sg_" - 12 So

<0 for0<s <sg,
g(s)4 =0 fors=ysp,

>0 forsp<s<l.

Define f(s) = 4522 433 — As", where 0 <5 < 1. For 0 <s < 1, /() = 25— 1552(5).
So f attains its absolute minimum at s = s, according to our analysis of the function g. Note
that £(0) = A3 — (n — 2)n and lim,_, | f(s) = +oo0.

We minimize the functional

J<u>=f|w|2+x2<u)dx,
2

with u = 1 on 952, where Az(s) = k%, if s > 0, and kz(s) = )»%, if s <O.

If there were only one minimizer # under the condition # = 1 on 952, then u must be radial
as all the rotation of # around the origin are minimizers of the same boundary data.

Now suppose u(x) = 0 for |x| = s for some s € [0, 1]. As a result of the maximum principle
of harmonic functions, u(x) = 0 for all x € By. Therefore, for some s € [0, 1], u(x) > 0 and
Au=0ins < |x| < 1, while u(x) =0 in |x| < s. This forces u to take the form

u(x) =alx)>" +b.

The boundary data give conditions on a and b, i.e.

{a+b=1,
as>™" +b=0.
Soa= 1 <Oandb= 35" >0. And Vi = a2 — n)r' "5, where & = 5.

If we denote the measure of the unit ball by o = | By|, then

1
/ IVultdx = f“z(” —2)%p' " dpno =a*(n — Dno (s> — 1)
B\Bs N

(n—2)n
T
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and
A2|B\By| + 22| By| = 20 — As"o.

Therefore

(n—-2)

_ n 2 n_ _
J(u) = la—i—kza—As o= f(s)o.

S2—n _
The minimizer ug of J(u) should be the one corresponding to s = 59 € (0, 1). Then J(ug) =

_ (=2 2
f(so)o = sé’l*"j o+ M50 — Asjo.

On the other hand, if we define u;(x) = 1 in £2. In this case, J (u]) = A%a.
Then

(n—2)n
sé_" -1

J(uo)—J(u1)=< —AsS)U:O

as a result of (2'__,,2)'; = As6’. So both ug and u; are minimizers of the functional J(u) with the
Y -

0
equal boundary data. Of course, as 0 < s¢ < 1, they are distinct minimizers, under the assumption
there is a unique minimizer. We are done.

5. A bifurcation phenomenon in 1D

In 1D, an open set is the disjoint union of at most countably many open intervals. Thus in 1D,
we write 2 = ;¢ 5 I;, where [; = (a;, b;) is an interval.

Lemma 5.1 (Maximum—minimum principle for the free boundary problem). Let §2 be a bounded
domain in R", and u a continuous viscosity solution of the two-phase free boundary problem
in $2.

(a) supu = maxu
Q 082

holds, while infg u may be smaller than miny g u.
(b) If; in addition, minygo u < 0, then

infu =minu
2 92

holds.

Proof. Both (a) and (b) follow from a simple argument by contradiction and the maximum—
minimum principle for the Laplacian in either phase. O

Now we show, in 1D, a bifurcation phenomenon. We may restrict to every component /; =
(aj,bj) of £2. We also omit the subscript .
First assume o (a) > 0 and o (b) > 0. An obvious solution is the one without any free bound-

ary point, namely u(x) = %a(a) +5=20b),xel.Ifb—a< W, then there cannot
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o(b) >0

o(a) <0

Fig. 6. Picture for ¢ < d.

be a free boundary point for a solution. So the affine function just found is the only viscosity
solution of the free boundary problem. Otherwise, assume c is the least value in (a, b) at which
a viscosity solution # = 0 and d is the largest value in (a, b) at which u = 0. Then u is a vis-
cosity solution of the two-phase free boundary problem in (c, d) with zero boundary data. The
maximum—minimum principle implies that u = 0 on (c, d). So there is only one more viscos-
ity solution of the free boundary problem on (a, b) other than the affine solution, namely the
solution v defined by

g0)(c—x) ifa<x<e,
v(x) =10 ife<x <d,
g@(x —d) ifd<x<b,

where ¢ =a + ”Eg)) andd =b — ‘;E—g;.

Ifo(a)o(b) <0,say o(a) <0and o (b) > 0, then u has at least one free boundary point. (Just
keep in mind that there might not even be a viscosity solution u if (a, b) is too short with respect
to o (b).) Suppose there exist two (or more) points x1 and x> such that u(x1) = u(x2) = 0. Then
the maximum—minimum principle implies # = 0 on [x1, x2].

Define ¢ := inf{x € (a,b): u(x) =0} and d := sup{x € (a,b): u(x) = 0}. Clearly u(c) =
u(d) =0.

Step 1. We claim ¢ =d.

Suppose ¢ < d. We then have the picture in Fig. 6.
; — - _ (a) — (@) ;
.At the free boundary point ¢, u}f =0 and u;, = —Z% . Then 0 = g(—Z%) > g(0) > 0, which
is impossible. So ¢ =d.

Step 2. u is unique.

Suppose there are two viscosity solutions # and v, and u = v on 952, as shown in Fig. 7.
Without loss of generality, we assume ¢ < d.

Ate,uf = g(uy) where uf = 72 and uy = — 29,
Atd, v = g(vy) where vt = 7© and v, = — 7@,

Note u;” < v and u; > v, , while the monotonicity of g implies that u" = g(u;) >

glvy) = v;“, which is a contradiction. So u is unique if o (a)o (b) < 0.
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o (b)

o(a)

Fig. 7. u is unique.

o(b)

Fig. 8. The unique solution when (a, b) is short.

The critical case, o (a)o (b) =0

If 0(a) =0 (b) =0, then u = 0 everywhere. Otherwise, we may assume o (a) = 0 and
o(b) > 0.

If Z(b; > g(0), then there cannot be any free boundary point. The only viscosity solution is
ulx) = a(b) as shown in Fig. 8.

It Z(_bg = g(0), still there is no free boundary point strictly between a and b. The unique
viscosity solution is u(x) = g(0)(x — a).

If ”(b) < g(0), we have seen the counter-example in Section 2 that declines the uniqueness of
a v150051ty solution. In fact, let u(x) = b = 2 (b) for x € [a, b] and v be the function defined by

0 if x € [a, c],
v(x) = .
g0)(x —c) ifxel(cb],
where c =b — %l)’)). Both u and v are viscosity solutions of the free boundary problem on [a, b].
We show that v is stable under perturbations of boundary data from below, and the perturba-
tions of boundary data from above cause two perturbed solutions which converge to u and v

respectively.
Indeed, as 7& < ¢(0), 3¢ such thata < ¢ < b and $& = g(0).
Let 0;(a) = —¢ and o,(b) — o (b) as ¢ — 0+. Let ug be the unique solution of the free

boundary problem with u, = o, on the boundary. The u, has a unique free boundary point c,.

Obviously, ¢, > c¢. So it is easy to see that u, converges to v uniformly on [a, b], as ¢ — O.
Leto®(a) =¢ and o° (b) — 0 (b) as &€ — 0+. Then there are two solutions of the free bound-

ary with boundary data o®. Let u] be the solution without a free boundary and u5 the solution

with a free boundary. Clearly, u§ — u as uj(x) = b 7 Xe + 8(b) Also,

g0)(cf —x) ifa<x<
uy(x)=40 if ¢® <x<d€
g(0)(x —df) ifd® <x<b,
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where ¢® =a + ﬁ and d® =b — ‘;E(E)b)). Clearly, ¢® — a and d®* — ¢ as ¢ — 0. So ug —u

uniformly.
In case o (a) < 0 and o (b) < 0, the maximum—minimum principle implies sup, u < 0. So a
solution has only one phase. Therefore there is only one viscosity solution u(x) = g%Za(a) +

145 (p), x € (a, b).

6. Uniqueness for the e-evolutionary problem

Heuristically, the elliptic free boundary problem describes the limiting stationary state of the
corresponding evolutionary free boundary problem. Unlike the elliptic free boundary problem,
the evolutionary problem seems to enjoy the uniqueness of a viscosity solution with prescribed
initial-boundary data. In fact, if we smooth the free boundary condition in a very small scale,
we can prove the uniqueness of a viscosity solution of the smoothed parabolic e-evolutionary
problem.

In the following, we prove the uniqueness of a viscosity solution of the following e&-
evolutionary problem,

HPw=w; — Lw+ B.(w) =0 in 2 x Rr,
w(x,t) =0(x) on df2 x N,
w(x,0) =wo(x) on £2,

where Lw = F(Vw, D*w) is a degenerate linear or non-linear elliptic operator such that
F(p, Ouxn) = 0 such as the Laplacian or p-Laplacian, S (w) = %ﬂ(%), BN — [0,00) is
a compactly supported around origin, smooth non-negative function with 8(0) > 0, £ is a
bounded domain in %", %y = (0, T') with T possibly being infinity, and the compatibility con-
dition o = wyp on 942 is verified. Here the partial differential equation is verified in the viscosity
sense, namely if a smooth function ¢ satisfies ¢ > w (or ¢ < w) in a neighborhood of (xg, 7o)
and @(xo, to) = w(xg, 1), which is usually denoted by w <(x,.,) ¢, then H®p(xo, 1) < 0 (or
HE¢p(xo, tg) > 0). The parabolic sub- and super-jets P>~ w(xq, fo) and P> are defined by

PH"w(xo, t0) = { (¢ (x0. 10), Ve (x0, 10), D*@(x0,10)) | @ <(xout0) '} 6.1
and

PETw(xo, 10) = | (¢ (x0. t0), Vo (x0, 10), D*@(x0, 10)) | w <(x9.10) #]- (6.2)

The “closures” of the semi-jets are defined by

PEw(xo, 10) = { (b, p, X) € R x K" X Sy | 3kt 1, b prcs Xi) (6.3)
€ 2 X Ry x R x R" x S« such that (b, pr, Xi) € ’Pz’*w(xk, ) (6.4)
and (xg, k., b, pr. Xi) = (x0, 20, b, p, X)} (6.5)

and

752’+I,U(.x(), IO) = {(b7 Pa X) € SR X Eﬁn X Snxn ‘ H(Xk’ tkv bkv ka Xk) (66)
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€2 xRy x R xR x Spxn such that (by, pr, Xi) € P> Tw(xe, ix)  (6.7)
and (xt, fk, bi, pr. Xx) = (x0. t0. b, p, X)}, (6.8

where S, «,, is the set of symmetric n X n matrices.

We also require o and wy to be continuous on d£2 and £2 respectively.

Note that w — —Lw + B<(w) is not a proper elliptic operator in the sense of Crandall-Ishii—
Lions.

As there is no confusion, we will skip the superscript and subscript &, and write H for H® and

B for ;.

Lemma 6.1. For T > 0 small enough, if Hw < 0 < Hwz in 2 xR and w < wa on 9, (82 x Rr),
then w < wo in 2 X Nr.

Proof. As f is compactly supported and smooth, it is globally Lipschitz continuous for some
Lipschitz constant K.
For any given small number § > 0, we define a new function w; by

’t= ’t_—v
wix, 1) =wx, 1) = o

where x € 2 and 0 <t < T. In order to prove w < wy in §£2 x NRr, it suffices to prove w; < wr
in £2 x Ny for all small § > 0. Clearly, w; < w3 on 9,(£2 x Nr), and lim; 7 wi(x, 1) = —00
uniformly on §2. Moreover,

1) ) )
lezwt—m—F(Vw,D )+'B(w_ﬁ)
H ° +p ° B(w)
e w - — w — — w
(T —1)? T —t
<H ) +K 5 due to the Lipschit tinuity of B
NS w — ue o the Lipscinitz continuity o
(T—02 " T—1 P Y
1) ) 1 1
<Hw— + for T < — sothat 2K < ——
(T —1)2 2T —1)? 2K T—t
1) )
w — < —
2T =02 S 2T —1)?
1)
<——=5 <0
272

The above differential equalities and inequalities are all in the viscosity sense. Every step can be
made rigorous in the viscosity sense. We leave the work to the reader.
Define, for j = 1,2, vj(x,1) = e Mw;(x, 1), where A > 2K. So w; (x, 1) = e*v;(x, ).
Obviously, w; < wy in £2 x N7 is equivalent to vy < v in £2 x Yr. A simple computation
shows that in the viscosity sense, Hw; = " Hv;, where Hv = v; — e F(¢*' Vv, e D?v) +

Av + e M B(eMv). Then, in the viscosity sense, Hv; < Z?Ze_“ < _2§2 T <0 and

Hvz 0. Furthermore, v1 < vz on 9, (£2 x M), and lim, . 7_ v1(x, ) = —0o0 uniformly on Q.
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Suppose supg g1, (v1 — v2) > 0. Then supg g, (v1 — v2) is @ maximum and is assumed
exclusively in §2 x (0, T), due to the last two conditions on vy and v;.

Let Mo = supg g, (Vi —v2) = maxm(vl — ).

For any small ¢ > 0, we define

1 _
u®(x,y, 1) =vi(x,1) —va(y, 1) — £|x - y|2, x,ye2, tel0,T). (6.9)

We observe first that maxg ., .(0.7) u®(x, y, t) exists as lim,_, 7 vy (x, t) = —oo uniformly on Q.

Let M, = u®(x%, y,t%) = Max g 6 [0.7) u®, where x%, y* € 2 andtf €[0,T") C [0, T) for
some T’ < T independent of ¢. Clearly, M. > My > 0. According to Proposition 3.7 in [9],
a generalization of Lemma 3.1 in [9], lim, o M, = My and lim, % |x¢ — y¢|> =0 hold.

We claim that x¢, y® € £2 and ¢® > 0 for all sufficiently small ¢.

Suppose not. There exists a sequence &; — 0 such that either (x*/,%) € 9,(£2 x Nr)
or (y%,t%7) € 3,(£2 x Nr), and without loss of generality {x®/}, {y®/}, {t®/} converge. As
%jpcsf — y8i|> — 0 implies |x% — y%i| — 0, we may assume x% — xo, Y%/ — xq, 15 — fo,
where (x0, 70) € 9,(2 x Rr),and 1o < T’ < T. So

0 < My < limsup M, = v1(x0, 1) — v2(x0, 1) <O
; .

as (xo, o) € 9,(§2 x Rr), which is an obvious contradiction.
For any small & > 0, Theorem 8.3 in [9] implies that there exist X, Y € S, xn, and b € N such

that (b, =2, X) € P2+u; (x5, 19), (b, X=X, ¥) € P2~ vy (y%, £°), and

& &

3 (X 0) 3(1 —I)
1< <2 :
& 0O Y e\ —1 1

The last inequality implies that X < Y, while the first two inclusion conditions imply that

8

ﬁe_)‘T <0

€ - € & & &
b —e‘“sF(e“E xfg Y M X) 01 (x5, 1°) + e M B v (x°,17)) < —

and

& _ &
b e_MSF<eMSx - y ’ eMSY> +kv2(y8, ts) + e—xzsﬂ(ekﬁvz(yg’ ta)) >0. (6.11)

&

That F is degenerate elliptic implies that F(e* x:;‘s M XY < F(eM' xse;)g MY,
As a result of the three preceding inequalities,

0> A(vl (xs, ts) — vz(xg, tg)) +e M {,B(e’\’gv] (xg, tg)) — ﬁ(e)"gvz(yg, tg))}
> A.(v] (xg, tg) - Uz(xg, tg)) — K|v1 (xs, l‘s) — vz(yg, t8)|
as B is Lipschitz continuous with Lipschitz constant K

> )»(vl(xe, te) — v2(x8, tg)) — %Ivl(xe, ts) — vz(yg, t€)| as A > 2K.
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On account of the reasons that justify the preceding claim, we know that there exists a
sequence £; — 0 such that x*/ — xo, y*/ — xo, ¥/ = 19, and xo € 2,0 <10 <T' < T.
In addition, Proposition 3.7 in [9] implies vi(xq, %) — v2(xo0,f0) = Mp. Taking limits in
0> A(v(x%, 1) —vp(y®i,t87)) — %|v1(x€j, t85) — vy (y®i, t¥)|, we obtain, since vy (xg, fp) —
v2(x0, tg) = My > 0, that

0> = (v1(xo, f0) — v2(x0, 1)) > 0,

| >

which is an obvious contradiction. We are done. O
We now loose the strict inequality restriction to a non-strict one.

Lemma 6.2. For T > 0 sufficiently small, if Hw; <0< Hwy in 2 X Ny and wy < wy
on 9,(§2 x N), then wi < wy on 2 x Nr.

Proof. Forany§ > 0, letw = w| —8f— ) , where the value of § > 0 will be taken in the following.
Then w < wy < wz on 9,(82 x N7), and

Hw=Hw; — 8 — Be(w1) + Be(wy + 8 +8)
<-—8+K8t+KS<—8+KST+K$S

11 i 8
<_5+§5+18 forTsmallandSSE

1
=—-35<0.
4

Again, the above differential equality and inequalities are in the viscosity sense and can be made
rigorous.

The preceding lemma implies w < wy on £2 x Ry for small T, for any § > 0. Therefore
wy<wron 2 XNy, O

The following comparison principle for the e-evolutionary problem follows quite easily.

Lemma 6.3. For any T > 0 including oo, if Hw; <0< Hfwy in 2 x Ny and wy < wy
on 0,(82 x Nr), then w1 < wy on 2 x Nr.

Proof. Let Ty > 0 be any small value of 7 in the preceding lemma so that the conclu-
sion of the preceding lemma holds. Then w; < wy on §2 x (0, Tp). In particular, w; < wy
on 9,(82 x (Tp, 2Tp)). The preceding lemma may be applied again to conclude that wy < w»
on £2 x (T, 2Tp). And so on. In the end, we see that w; <wpon 2 x Ny, O

The uniqueness of a viscosity solution of the e-evolutionary problem is the straightforward
corollary of the preceding comparison result.
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Theorem 6.1. The e-evolutionary problem

Hw=w, — Lw+ B:(w) =0 in 2 x Rr,
w(x,t) =0(x) on 382 x N,
w(x,0) =wo(x) on 2,

possesses at most one viscosity solution.

A feasible explanation of the non-uniqueness of a viscosity solution of the elliptic free bound-
ary problem versus the uniqueness of a viscosity solution of the ¢-evolutionary problem is that
different physical evolutionary processes with the same boundary condition may end up with
different steady states. For example, if the melting of ice and solidification of water observe the
physical laws described by the mathematical model so far discussed, we may have the following
phenomenon. We manage to keep the temperature distribution on the surface of a closed con-
tainer fixed as time goes by (however, the distribution in general is non-constant, somewhere
above the freezing point and somewhere below). If ice or water is put in the container, after a
long time, the temperature distribution inside the container reaches a steady state. Even though
the boundary temperature distribution is the same for either case, the steady states resulted may
differ from each other depending on the initial state. It needs rigorous mathematical justifica-
tion and is the subject of the authors’ following study. For now, we content ourselves with some
questions about the elliptic free boundary problem for which the uniqueness of a solution fails.

Let S(o) be the set of solutions of the elliptic free boundary problem with continuous initial
and boundary data

Au=0 in 2 () U2 (u),
ul =g(uy) along F(u),

Uu=o on d52.

We ask the following questions about the set of solutions S(o).

How to determine, from the initial value, to which viscosity solution in S(o) do viscosity
solutions of the evolutionary free boundary problem converge as time goes to infinity?

Is S(o) afinite set?

Are there a largest element and a least element of S(o) in general?

Does S(o) contain only two solutions in general, which model the stationary states resulting
from the melting of ice and the solidification of water respectively? And under what condition
do they coincide with each other?
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