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ABSTRACT. In this work we prove Hardy space estimates for bilinear Littlewood-Paley-Stein square function and Calderón-Zygmund operators. Sufficient Carleson measure type conditions are given for square functions to be bounded from $H^{p_1} \times H^{p_2}$ into $L^p$ for indices smaller than 1, and sufficient $BMO$ type conditions are given for a bilinear Calderón-Zygmund operator to be bounded from $H^{p_1} \times H^{p_2}$ into $H^p$ for indices smaller than 1. Subtle difficulties arise in the bilinear nature of these problems that are related to frequency properties of products of functions. Moreover, three types of bilinear paraproducts are defined and shown to be bounded from $H^{p_1} \times H^{p_2}$ into $H^p$ for indices smaller than 1. The first is a bilinear Bony type paraproduct that was defined in [33]. The second is a paraproduct that resembles the product of two Hardy space functions. The third class of paraproducts are operators given by sums of molecules, which were introduced in [2].

1. INTRODUCTION

There is a rich theory of Hardy spaces in harmonic analysis. Some of the early groundbreaking work in the area are from Stein, Weiss, Coifman, and C. Fefferman, among many others, see for example [49, 48, 18, 10]. In more recent years, Hardy space theory has been studied in product (aka multiparameter) settings and to a lesser extent in multilinear settings. The challenges in these areas are formidable. There are many instances where results from the classical theory, which one may initially expect to hold in the product and multilinear setting, fail. This phenomenon has been observed many times in the multiparameter setting, for example in the absence of a weak $(1,1)$ estimate for the strong maximal operator (see for example [37]) and the difference between various definitions of Hardy and $BMO$ spaces in the product setting (see for example [5, 6, 39, 19, 40, 31]). This type of difficulty presents in multilinear analysis as well; of interest in this work are the failure of some boundedness properties for multilinear operators on products of Hardy spaces.

The study of multilinear Calderón-Zygmund operators was initiated by Coifman and Meyer [11, 12, 13]. A fruitful theory has grown around these operators, see for example [7, 26, 27, 23, 2, 43, 29, 36, 34, 41]. A multilinear and multi-parameter version of the Coifman-Meyer Fourier multiplier theorem was established in [44, 45] using time-frequency analysis (see also [9] using the Littlewood-Paley analysis) and a pseudo-differential analogue was carried out in [15]. There has also been some work done for the operators in the context of distributions spaces (Triebel-Lizorkin and Besov spaces), see for example [28, 1, 43, 2]. For appropriate indices, some of these distribution spaces coincide with Hardy spaces, which are the focus of this work. One of the main results we prove in this work is a bilinear $T1$ type theorem that extends the bilinear $T1$ theorem...
from [7, 26, 27, 33] to a Hardy space setting. This work also provides bilinear versions of the linear results in [18, 50, 22, 20, 35]; in particular there is a close parallel with the Hardy space results in [35]. There has also been a considerable development of bilinear Littlewood-Paley-Stein theory in recent years, see for example [42, 43, 32, 29, 25, 8, 24]. All of these works deal with Littlewood-Paley-Stein operator mapping properties from $L^{p_1} \times L^{p_2}$ into $L^p$ for $p_1, p_2 > 1$. Here we extend this to $H^{p_1} \times H^{p_2}$ to $L^p$ boundedness properties for indices $0 < p_1, p_2 \leq 1$.

To highlight a challenge that arises in bilinear Hardy space theory that is not present in the linear theory, consider the following problem, to which we give a solution in this work. Given a bilinear operator $T$ acting on a product of Hardy spaces $H^{p_1} \times H^{p_2}$, what conditions are sufficient for $T$ to map $H^{p_1} \times H^{p_2}$ into $H^p$? At the root of this problem is a simple, but menacing, fact. Given a nonzero real-valued function $f \in H^1$, it follows that $f \cdot f = f^2 \notin H^{1/2}$. Note that it is that fact that $f^2$ can have non-zero integral that bars it from membership in $H^{1/2}$ (any integrable function in $H^{1/2}$ must have mean zero). This is a failure of a bilinear analogue of classical theory in the following sense. The operator $P(f_1, f_2)(x) = f_1(x)f_2(x)$ is analogous to the identity operator $I f(x) = f(x)$ in the linear theory. Clearly the identity operator $I$ is bounded on any reasonable function space, including $H^p$ for all $0 < p \leq 1$, and the bilinear operator $P$ enjoys many similar properties to $I$. For example $P$ is bounded from $L^{p_1} \times L^{p_2}$ into $L^p$ for all $0 < p_1, p_2, p < \infty$ satisfying $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$ (this is just Hölder’s inequality), and by a result in [23], $P$ is also bounded from $H^{p_1} \times H^{p_2}$ into $L^p$ for any $0 < p_1, p_2, p \leq 1$ such that $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$. Although, the product operator $P$ fails to satisfy many Hardy space bounds that one might initially expect, and this presents a much more difficult problem. Namely, $P$ is not bounded from $H^{p_1} \times H^{p_2}$ into $H^p$, whenever $0 < p_1, p_2, p \leq 1$ and $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$. The product structure of bilinear operators severely complicates oscillatory properties of functions. For this reason, addressing Hardy space $H^{p_1} \times H^{p_2}$ to $H^p$ bounds for bilinear operators is connected to the deep mathematical problem of understanding the oscillatory behavior of products of functions. One result in this work (Theorem 2.5) is a paraproduct operator $\Pi(f_1, f_2)$ that resembles the product $P(f_1, f_2) = f_1 \cdot f_2$ in some senses, but satisfies $\Pi(f_1, f_2) \in H^{1/2}$ for all $f_1, f_2 \in H^1$, along with other properties.

The example in the last paragraph gives some initial insight into what we can expect as far as results for the bilinear singular integral operators we work with in this article. Consider again the pointwise product operator $P(f_1, f_2)(x) = f_1(x)f_2(x)$. This is arguably the simplest bilinear operator that one can consider, but it is not bounded from $H^{p_1} \times H^{p_2}$ into $H^p$ for $0 < p \leq 1$. So the conditions we impose on our bilinear operators below must not be verified by $P$. The appropriate bilinear operators to have the Hardy space boundedness properties must “improve” the functions $f_1$ and $f_2$ in the following sense. Formally, $f_1 \in H^{p_1}$ and $f_2 \in H^{p_2}$ must have some regularity and vanishing moment properties up to order (comparable to) $1/p_1$ and $1/p_2$ respectively. Since we wish to obtain $T(f_1, f_2) \in H^p$, $T(f_1, f_2)$ must satisfy better regularity and vanishing moment properties than either $f_1$ or $f_2$ (roughly speaking, up to order $1/p = 1/p_1 + 1/p_2$). This precludes the typical paradigm for interpreting the regularity properties for inputs and outputs of a bilinear Calderón-Zygmund operators as set by the product operator $P$. That is, one typically considers $T(f_1, f_2)$ to satisfy the regularity properties that $f_1(x) \cdot f_2(x)$ would satisfy; which means that a general bilinear Calderón-Zygmund operator cannot be smoothing. We look at a smaller class of bilinear Calderón-Zygmund operators that are smoothing in some sense; hence from this point of view we can again rule out the product operator $P$ as a representative example. An example of a smoothing bilinear Calderón-Zygmund operator was given in [2] by a certain paraproduct, in which
the authors prove boundedness properties on homogeneous Sobolev spaces, from \( L^p \times L^p \) to \( L^{p+1} \). We consider these smoothing operators since the output has regularity \( s + t \), whereas the inputs, \( f_1 \in L^p \) and \( f_2 \in L^p \), have lesser regularity, \( s \) and \( t \) respectively. A general Calderón-Zygmund operator that is bounded \( L^2 \times L^2 \) to \( L^1 \) does not satisfy this type of smoothing boundedness property.

Later we apply our main Calderón-Zygmund operator result (Theorem 2.2) to the paraproducts from [2] to prove that they are also bounded from \( H^p \times H^p \) into \( H^p \) under appropriate conditions, see Theorem 2.6.

There has been work done on bilinear operators that are related to the Hardy space mapping problem we are considering that also hint at what conditions may be needed for bilinear operators to be bounded in \( H^p \) for \( 0 < p \leq 1 \). In [23], Grafakos and Kalton give conditions for a bilinear Calderón-Zygmund operator to be bounded from \( H^p \times H^p \) into \( L^p \) (we restrict to the bilinear setting for this discussion). In fact, they only require that \( T \) is bounded from \( L^2 \times L^2 \) into \( L^1 \) and additional kernel regularity for this conclusion. There is no further cancellation required for \( T \) beyond what is necessary for Calderón-Zygmund operators to be bounded on Lebesgue spaces with indices larger than 1, see for example [7, 26, 27, 33]. Note that the product operator still falls beyond what is necessary for Calderón-Zygmund operators to be bounded from \( L^2 \times L^2 \) to \( L^1 \) does not satisfy this type of smoothing boundedness property. Later we apply our main Calderón-Zygmund operator result (Theorem 2.2) to the paraproducts from [2] to prove that they are also bounded from \( H^p \times H^p \) into \( H^p \) under appropriate conditions, see Theorem 2.6.

We consider these smoothing operators since the output has regularity \( s + t \), whereas the inputs, \( f_1 \in L^p \) and \( f_2 \in L^p \), have lesser regularity, \( s \) and \( t \) respectively. A general Calderón-Zygmund operator that is bounded \( L^2 \times L^2 \) to \( L^1 \) does not satisfy this type of smoothing boundedness property.

The latter estimates for \( S_\Theta \) are the square function type estimates that we will prove, thereby yielding the Calderón-Zygmund operator estimates as well. We also obtain paraproduct boundedness properties by applying our Calderón-Zygmund operator estimates.

2. Main Results

We take a moment to describe our general approach to the results in this article. Our primary goal is to prove \( H^p \times H^p \) to \( H^p \) estimates for bilinear Calderón-Zygmund operators. The way we approach this is to decompose \( T \) into smooth truncation operators \( \Theta_k = Q_k \) for \( k \in \mathbb{Z} \), and reduce the \( H^p \) estimates for \( T \) to estimates in for \( \Theta_k \) using the Littlewood-Paley characterization of \( H^p \) from [18]. That is, we choose \( Q_k \) to be Littlewood-Paley-Stein type operators, sufficient for the following semi-norm equivalence,

\[
\left\| T(f_1, f_2) \right\|_{H^p} \approx \left\| \left( \sum_{k \in \mathbb{Z}} |Q_k T(f_1, f_2)|^2 \right)^{1/2} \right\|_{L^p} = \left\| \left( \sum_{k \in \mathbb{Z}} |\Theta_k(f_1, f_2)|^2 \right)^{1/2} \right\|_{L^p} = \left\| S_\Theta(f_1, f_2) \right\|_{L^p},
\]

where \( S_\Theta \) is the square function associated to the collection \( \Theta_k = Q_k T \). These operators \( \Theta_k \) for \( k \in \mathbb{Z} \) define what we call a collection of bilinear Littlewood-Paley-Stein operators. In this way we reduce our \( H^p \times H^p \) to \( H^p \) estimates for \( T \) to \( H^p \times H^p \) to \( L^p \) estimates for \( S_\Theta \).
2.1. Bilinear Littlewood-Paley-Stein Theory. Given kernel functions \( \theta_k : \mathbb{R}^{3n} \rightarrow \mathbb{C} \) for \( k \in \mathbb{Z} \), define

\[
\Theta_k(f_1, f_2)(x) = \int_{\mathbb{R}^{2n}} \theta_k(x, y_1, y_2) f_1(y_1) f_2(y_2) dy_1 dy_2
\]

for appropriate functions \( f_1, f_2 : \mathbb{R}^n \rightarrow \mathbb{C} \). Define the square function associated to \( \{ \Theta_k \} \)

\[
S_\Theta(f_1, f_2)(x) = \left( \sum_{k \in \mathbb{Z}} |\Theta_k(f_1, f_2)(x)|^2 \right)^{\frac{1}{2}}.
\]

We say that a collection of operators \( \Theta_k \) for \( k \in \mathbb{Z} \) is a collection of bilinear Littlewood-Paley-Stein operators with decay and smoothness \( (N, L) \), written \( \{ \Theta_k \} \in BLPSO(N, L) \), for an integer \( L \geq 0 \) and \( N > 0 \) if there exists a constant \( C \) such that

\[
|D_1^\alpha D_2^\beta \Theta_k(x, y_1, y_2)| \leq C 2^{N(|\alpha| + |\beta|)} |\Phi_k^N(x - y_1, x - y_2)| \quad \text{for all } |\alpha|, |\beta| \leq L.
\]

Here we use the notation \( \Phi_k^N(x, y) = 2^{2kn} (1 + 2^k |x| + 2^k |y|)^{-N} \) for \( N > 0, x, y \in \mathbb{R}^n \), and \( k \in \mathbb{Z} \). We also use the notation \( D_0^\alpha F(x, y_1, y_2) = \partial_x^\alpha F(x, y_1, y_2), D_1^\alpha F(x, y_1, y_2) = \partial_{y_1}^\alpha F(x, y_1, y_2), \) and \( D_2^\alpha F(x, y_1, y_2) = \partial_{y_2}^\alpha F(x, y_1, y_2) \) for \( F : \mathbb{R}^{3n} \rightarrow \mathbb{C} \) and \( \alpha \in \mathbb{N}_0^n \).

Given \( \{ \Theta_k \} \in BLPSO(N, L) \) and \( \alpha, \beta \in \mathbb{N}_0^n \) with \( |\alpha| + |\beta| < N - 2n \), define the \( (\alpha, \beta) \) order moment function associated to \( \{ \Theta_k \} \) by

\[
[[\Theta_k]]_{\alpha, \beta}(x) = 2^{|\alpha| + |\beta|} \int_{\mathbb{R}^{2n}} |\Theta_k(x, y_1, y_2)|^2 |(x - y)|^{\alpha} |y_1|^{\beta} dy_1 dy_2
\]

for \( k \in \mathbb{Z} \) and \( x \in \mathbb{R}^n \). It is worth noting that \( [[\Theta_k]]_{0, 0}(x) = \Theta_k(1, 1)(x) \), which is an object that is closely related to boundedness properties of \( S_\Theta \), see for example [42, 43, 32, 25, 29, 24]. Our main square function boundedness result is the following theorem.

**Theorem 2.1.** Let \( L \geq 1 \) be an integer and \( N = 2n + L(2n + L + 5)/2 \). If \( \{ \Theta_k \} \in BLPSO(N, L) \) and

\[
d\mu(x, t) = \sum_{k \in \mathbb{Z}} \sum_{|\alpha| + |\beta| \leq L-1} [[\Theta_k]]_{\alpha, \beta}(x)^2 \delta_{t=2^{-k}} dx
\]

is a Carleson measure, then \( S_\Theta \) can be extended to a bounded operator from \( H^{p_1} \times H^{p_2} \) into \( L^p \) for all \( \frac{n}{2n+L} < p \leq 1 \) and \( \frac{n}{n+L} < p_1, p_2 \leq 1 \) satisfying \( \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p} \).

Here \( \delta_{t=2^{-k}} \) is the delta point mass measure on \( (0, \infty) \) concentrated at \( 2^{-k} \). That is, for a set \( E \subset (0, \infty) \), the measure \( \delta_{t=2^{-k}} \) is defined by \( \delta_{t=2^{-k}}(E) = 1 \) if \( 2^{-k} \in E \) and \( \delta_{t=2^{-k}}(E) = 0 \) if \( 2^{-k} \notin E \). Also, a non-negative measure \( d\mu(x, t) \) on \( \mathbb{R}^{n+1} = \mathbb{R}^n \times (0, \infty) \) is a Carleson measure if there is a \( C > 0 \) such that \( d\mu(Q \times (0, \ell(Q))) \leq C |Q| \) for all cubes \( Q \subset \mathbb{R}^n \), where \( \ell(Q) \) is the side length of \( Q \) and \( |Q| \) is the Lebesgue measure of \( Q \).

2.2. Bilinear Calderón-Zygmund Theory. Let \( \mathcal{S} = \mathcal{S}(\mathbb{R}^n) \) be the Schwartz class of smooth, rapidly decreasing functions endowed with the standard Schwartz semi-norm topology, and let \( \mathcal{S}' = \mathcal{S}'(\mathbb{R}^n) \) be its continuous dual, the class of tempered distributions. We say that a continuous bilinear operator \( T \) from \( \mathcal{S} \times \mathcal{S} \) into \( \mathcal{S}' \) is a bilinear Calderón-Zygmund operator with smoothness \( M \), written \( T \in BCZO(M) \), if \( T \) has function kernel \( K : \mathbb{R}^{3n} \setminus \{(x, x, x) : x \in \mathbb{R}^n\} \rightarrow \mathbb{C} \) such
that
\[ \langle T(f_1, f_2), g \rangle = \int_{\mathbb{R}^n} K(x, y_1, y_2) f_1(y_1) f_2(y_2) g(x) dy_1 dy_2 dx \]
whenever \( f_1, f_2, g \in C_0^\infty \) have disjoint support, \( \text{supp}(f_1) \cap \text{supp}(f_2) \cap \text{supp}(g) = \emptyset \), and there is a constant \( C > 0 \) such that the kernel function \( K \) satisfies
\[
|D_\alpha^\delta D_\beta^\epsilon K(x, y_1, y_2)| \leq \frac{C}{(|x - y_1| + |x - y_2|)^{2n + |\alpha| + |\beta| + |\mu|}}
\]
for all \( |\alpha|, |\beta|, |\mu| \leq M \) whenever \( x, y_1, y_2 \in \mathbb{R}^n \) such that \( |x - y_1| + |x - y_2| > 0 \). Define the transposes of \( T \) by the dual relations
\[
\langle T(f_1, f_2), g \rangle = \langle T^{*1}(g, f_2), f_1 \rangle = \langle T^{*2}(f_1, g), f_2 \rangle
\]
for \( f_1, f_2, g \in \mathcal{S} \), which also satisfy \( T^{*j} \in BCZO(M) \) for \( j = 1, 2 \) whenever \( T \in BCZO(M) \). We also define moment distributions for an operator \( T \in BCZO(M) \), but we require some notation first. For an integer \( M \geq 0 \), define the collections of functions
\[
O_M = O_M(\mathbb{R}^n) = \left\{ f \in C_0^\infty(\mathbb{R}^n) : \sup_{x \in \mathbb{R}^n} |f(x)| \cdot (1 + |x|)^{-M} < \infty \right\}
\]
and
\[
\mathcal{D}_M = \mathcal{D}_M(\mathbb{R}^n) = \left\{ f \in C_0^\infty(\mathbb{R}^n) : \int_{\mathbb{R}^n} f(x) x^\alpha dx = 0 \text{ for all } |\alpha| \leq M \right\}.
\]
Define the topology of \( \mathcal{D}_M \) by the sequential characterization, for \( f_k, f \in \mathcal{D}_M \) for \( k \in \mathbb{N} \), \( f_k \to f \) in \( \mathcal{D}_M \) if there exists a compact set \( K \) such that \( \text{supp}(f_k), \text{supp}(f) \subset K \) for all \( k \in \mathbb{N} \) and
\[
\lim_{k \to \infty} ||D_\alpha f_k - D_\alpha f||_{L^\infty} = 0
\]
for all \( \alpha \in \mathbb{N}_0^n \). Then \( \mathcal{D}'_M \) is defined to be all linear functionals \( W : \mathcal{D}_M \to \mathbb{C} \) such that
\[
f_k \to f \text{ in } \mathcal{D}_M \implies \langle W, f_k \rangle \to \langle W, f \rangle.
\]
Let \( \eta \in C_0^\infty(\mathbb{R}^n) \) be supported in \( B(0, 2) \) and \( \eta(x) = 1 \) for \( x \in B(0, 1) \). Define for \( R > 0 \), \( \eta_R(x) = \eta(x/R) \). We reserve the notation \( \eta_R \) for functions constructed in this way. In [1], Bényi defined \( T(f_1, f_2) \) for \( f_1 \in O_{M_1} \) and \( f_2 \in O_{M_2} \) where \( T \) is a bilinear singular integral operator. We give an equivalent definition. Let \( T \) be \( BCZO(M + 1) \) and \( f_1 \in O_{M_1} \) and \( f_2 \in O_{M_2} \) for some integers \( M_1, M_2 \geq 0 \) such that \( M_1 + M_2 \leq M \). For \( \psi \in \mathcal{D}_M \), define
\[
\langle T(f_1, f_2), \psi \rangle = \lim_{R \to \infty} \langle T(\eta_R f_1, \eta_R f_2), \psi \rangle.
\]
Also, for \( f_1 \in O_{M}, f_2 \in C_0^\infty \), and \( \psi \in \mathcal{D}_M \), define
\[
\langle T(f_1, f_2), \psi \rangle = \lim_{R \to \infty} \langle T(\eta_R f_1, f_2), \psi \rangle.
\]
These limits exist based on the kernel representation and kernel properties for \( T \in BCZO(M + 1) \), see [1] for proof of this fact. Now we define the moment distribution \( [T]_{\alpha \beta} \in \mathcal{D}'_{|\alpha| + |\beta|} \) for \( T \in BCZO(M + 1) \) and \( \alpha, \beta \in \mathbb{N}_0^n \) with \( |\alpha| + |\beta| \leq M \) by
\[
\langle [T]_{\alpha \beta}, \psi \rangle = \lim_{R \to \infty} \int_{\mathbb{R}^n} \mathcal{K}(x, y_1, y_2) (x - y_1)^\alpha \eta_R(y_1) (x - y_2)^\beta \eta_R(y_2) \psi(x) dy_1 dy_2 dx
\]
for \( \psi \in \mathcal{D}_M \). Here \( \mathcal{K} \in \mathcal{S}'(\mathbb{R}^3n) \) is the distribution kernel of \( T \), and the integral above is interpreted as a dual pairing between \( \mathcal{K} \in \mathcal{S}'(\mathbb{R}^3n) \) and elements of \( \mathcal{S}(\mathbb{R}^3n) \). This distributional moment associated to \( T \) generalizes the notion of \( T(1, 1) \) as used in [7, 26, 27, 33] in the sense that
Theorem 2.2. Assume that \( T \in BCZO(M) \), where \( M = L(2n + L + 5)/2 \) for some integer \( L \geq 1 \), and that \( T \) is bounded from \( L^2 \times L^2 \) into \( L^1 \). If
\[
T^1(x, \psi) = T^2(\psi, x) = 0 \quad \text{in} \quad D'_M, \quad \text{for all} \quad |\alpha| \leq 2L + n \quad \text{and} \quad \psi \in D_{2L+n},
\]
then \( T \) can be extended to a bounded operator from \( H^{p_1} \times H^{p_2} \) into \( H^p \) for all \( n \leq p \leq 1 \) and
\[
\frac{n}{2n+L} < p_1, p_2 \leq 1 \quad \text{satisfying} \quad \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}.
\]

We prove Theorem 2.2 by decomposing an operator \( T \in BCZO(M) \) into a collection of operators \( \{\Theta_k\} \in BLPSO(2n + M, L) \) in Theorem 2.1, where \( L \) depends on the regularity parameter \( M \). This decomposition of \( T \) into a collection of bilinear Littlewood-Paley-Stein operators is stated precisely in the next theorem.

Theorem 2.3. Let \( L \geq 1 \) be an integer, \( N > 2n \), and \( T \in BCZO(M) \) for some integer \( M \geq \max(N - 2n, 2L + 1) \). Also assume that \( T \) is bounded from \( L^2 \times L^2 \) into \( L^1 \). If \( T \) satisfies (2.3), then \( \{\Theta_k\} \subseteq \{Q_kT\} \in BLPSO(N, L) \) for any \( \psi \in D_M \), where \( Q_kf = \psi_k*f \) and \( \psi_k(x) = 2^{kn}\psi(2^kx) \).

2.3. Applications to Paraproducts. In this article, we use Theorem 2.2 to prove that three types of paraproducts are bounded on Hardy spaces. The first is a bilinear Bony type paraproduct, which is a bilinear version of Bony’s paraproduct in [3] and was originally introduced in [33]. It is constructed as follows.

Let \( \psi \in D_M \) and \( \phi \in C_0^\infty \), and define \( \psi_k(x) = 2^{kn}\psi(2^kx) \), \( \phi_k(x) = 2^{kn}\phi(2^kx) \), \( Q_kf = \psi_k*f \), and \( P_k \) for \( b \in BMO \), define the bilinear Bony paraproduct
\[
\Pi_b(f_1, f_2)(x) = \sum_{j \in \mathbb{Z}} Q_j \left( Q_j b \cdot P_j f_1 \cdot P_j f_2 \right)(x).
\]

If \( \psi \) and \( \phi \) are chosen appropriately, then this paraproduct satisfies \( \Pi_b(1, 1) = b \), see [33]. We are not concerned with this particular property here, so we allow for a more general selection of \( \psi \) and \( \phi \). We will apply Theorem 2.2 to \( \Pi_b \) to prove the following theorem.

Theorem 2.4. Let \( L \) be a non-negative integer, \( b \in BMO \), \( \psi \in D_{3L+n} \), and \( \phi \in C_0^\infty \), then \( \Pi_b \), as defined in (2.5), is bounded from \( H^{p_1} \times H^{p_2} \) into \( H^p \) for all \( \frac{n}{2n+L} < p \leq 1 \) and \( \frac{n}{n+L} < p_1, p_2 \leq 1 \) satisfying \( \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} \).
The motivation for our second paraproduct operator is to find a replacement for the product $f_1(x)f_2(x)$ that is in $H^p$ for $0 < p \leq 1$ for appropriate $f_1$ and $f_2$. Once again, we construct this operator a bit more generally. We will use the following definition for the Fourier transform; for $f \in L^1$, define
\[
\mathcal{F}[f](\xi) = \hat{f}(\xi) = \int_{\mathbb{R}^n} f(x)e^{-ix\cdot\xi}dx.
\]
Let $\psi \in \mathcal{S}$ such that its Fourier transform $\hat{\psi}$ is supported away from the origin, and let $\varphi \in \mathcal{S}$. Let $\psi_k$, $\Phi_k$, $Q_k$, and $P_k$ be as above. Define
\[
(2.6) \quad \Pi(f_1, f_2)(x) = \sum_{k \in \mathbb{Z}} Q_k(P_k f_1 \cdot P_k f_2)(x).
\]
We prove the following Hardy space bounds for $\Pi$.

**Theorem 2.5.** Let $\Pi(f_1, f_2)$ be as in (2.6). Then $\Pi$ is bounded from $H^{p_1} \times H^{p_2}$ into $H^p$ for all $0 < p_1, p_2, p \leq 1$ satisfying $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$.

In order to construct the paraproduct $\Pi(f_1, f_2)$ to resemble the product $f_1 \cdot f_2$, we choose $\psi$ and $\varphi$ in the following way. Let $\varphi \in \mathcal{S}$ such that $\hat{\varphi}(\xi) = 1$ for $|\xi| \leq 1$ and $\text{supp}(\hat{\varphi}) \subset B(0,2)$. Define
\[
\psi(x) = 2^{-2n}\varphi(2^{-2}x) - 2^{-3n}\varphi(2^{-3}x).
\]
With this choice of $\psi$ and $\varphi$, it follows that $Q_k = P_k Q_k$. Under these conditions, it also follows that
\[
\Pi(1, f_2)(x) = \sum_{k \in \mathbb{Z}} Q_k(P_k(1) \cdot P_k f_2)(x) = \sum_{k \in \mathbb{Z}} Q_kP_k f_2(x) = \sum_{k \in \mathbb{Z}} Q_k f_2(x) = f_2(x) \quad \text{and}
\]
\[
\Pi(f_1, 1)(x) = \sum_{k \in \mathbb{Z}} Q_k(P_k f_1 \cdot P_k(1))(x) = \sum_{k \in \mathbb{Z}} Q_kP_k f_1(x) = \sum_{k \in \mathbb{Z}} Q_k f_1(x) = f_1(x)
\]
in $H^p$ for all $f_1, f_2 \in H^p \cap L^2$. This gives precise meaning to how $\Pi(f_1, f_2)(x)$ “resembles” the product $f_1(x) \cdot f_2(x)$.

We should remark here that the constructions in Theorems 2.4 and 2.5 use slightly different techniques, but are interchangeable in some senses. In Theorem 2.4, we choose the convolution kernels $\psi_k \in D_{n\cdot L+n}$, and conclude bounds for Hardy spaces with indices bounded below by $\frac{n}{2n+L}$ and $\frac{n}{n+L}$, where $L$ can be taken arbitrarily large. One can construct the bilinear Bony paraproduct $\Pi_b$ with $\psi \in \mathcal{S}$ such that $\hat{\psi}$ is supported away from the origin, and the conclusion is strengthened to all $0 < p_1, p_2, p \leq 1$ similar to Theorem 2.5. Similarly, the paraproduct $\Pi$ can be constructed with functions $\psi_k \in D_M$, and obtain the same conclusion as in Theorem 2.4 with the appropriate lower bounds for $0 < p_1, p_2, p \leq 1$.

Finally, we consider a class of paraproducts defined in [2]. For a dyadic cube $Q$, a function $\Phi_Q : \mathbb{R}^n \to \mathbb{C}$ is an $(M, N)$-smooth molecule associated to $Q$ if there exists a constant $C = C_{M,N}$ independent of $Q$ such that
\[
|D^\alpha \Phi_Q(x)| \leq C \frac{\ell(Q)^{-\frac{|\alpha|}{2}}\ell(Q)^{-|\alpha|}}{(1 + \ell(Q)^{-1}|x - x_Q|)N}
\]
for all $|\alpha| \leq M$, where $x_Q$ denotes the lower-left corner of $Q$. A family of $(M, N)$-smooth molecules $\Phi_Q$ indexed by dyadic cubes $Q$ is an $(M, N, L)$-smooth family of molecules with cancellation if $\Phi_Q$ is an $(M, N)$-smooth molecule associated to $Q$ and
\[
(2.7) \quad \int_{\mathbb{R}^n} \Phi_Q(x) x^\alpha dx = 0
\]
for all $|\alpha| \leq L$. Let $\phi_Q^1, \phi_Q^2, \phi_Q^3$ be three families of molecules indexed by dyadic cubes $Q$, and define the paraproduct $T$, as in [2], by

$$T(f_1, f_2)(x) = \sum_Q \langle f_1, \phi_Q^1 \rangle \langle f_2, \phi_Q^2 \rangle \phi_Q^3(x).$$

The sum here indexed by $Q$ is over all dyadic cubes. In [2], the authors prove the boundedness of these operators on many different function spaces, for example from $L^{p_1} \times L^{p_2} \rightarrow L^p$, $H^{p_1} \times H^{p_2} \rightarrow L^p$, $L^\infty \times L^\infty \rightarrow BMO$, as well as a number of estimates for weak $L^p$ spaces and weighted spaces. Here we extend their results to boundedness properties from products of Hardy spaces into Hardy spaces.

**Theorem 2.6.** Let $L \geq 0$ be an integer, $M = L(2n + L + 5)/2$, and $N > 10n + 15M + 5$. Assume that $\phi_Q^1, \phi_Q^2, \phi_Q^3$ are three families of $(M,N)$-smooth molecules. Furthermore assume that $\phi_Q^3$ is a collection of $(M,N,2L+n)$-smooth molecules with cancellation, and either $\phi_Q^1$ or $\phi_Q^2$ is a family of $(M,N,L-1)$-smooth molecules with cancellation. Then $T$ can be extended to a bounded operator from $H^{p_1} \times H^{p_2}$ into $H^p$ for all $\frac{n}{2n+L} < p \leq 1$ and $\frac{n}{n+L}$ such that $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$.

The selection of $M$ and $N$ in this result are not optimal. Here we use the selection of parameters that are sufficient to show that $T \in BCZO(M)$ based on the work in [2], in which the authors note the parameters are not chosen to be optimal.

This article is organized in the following way. In Section 3, we establish some notation, and state some preliminary results. Section 4 is dedicated to proving the bilinear square function estimates in Theorem 2.1. Section 5 is used to prove our bilinear Calderón-Zygmund operator estimates in Theorems 2.2 and 2.3. Finally in Section 6, we apply Theorem 2.2 to the paraproduct operators in Theorems 2.4, 2.5, and 2.6.

3. Preliminaries

We use the notation $A \lesssim B$ to mean that $A \leq CB$ for some constant $C$. The constant $C$ is allowed to depend on the ambient dimension, smoothness and decay parameters of our operators, indices of function spaces etc.; in context, the dependence of the constants is clear.

We will use the following Frazier and Jawerth type discrete Calderón reproducing formula [21] (see also [30] for a multiparameter formulation of this reproducing formula): there exist $\phi_j, \tilde{\phi}_j \in \mathcal{S}$ for $j \in \mathbb{Z}$ with infinite vanishing moment such that

$$f(x) = \sum_{j \in \mathbb{Z}} \sum_{Q \in \ell(Q)=2^{-j+N_0}} |Q| \phi_j(x-c_Q) \tilde{\phi}_j * f(c_Q) \text{ in } L^2$$

for $f \in L^2$. The summation in $Q$ here is over all dyadic cubes with side length $\ell(Q) = 2^{-j+N_0}$ for some $N_0 > n$, and $c_Q$ denotes the center of cube $Q$.

We will also use a more traditional formulation of Calderón’s reproducing formula: fix $\varphi \in C_0^\infty(B(0,1))$ such that

$$\sum_{k \in \mathbb{Z}} Q_k f = f \text{ in } L^2$$

for $f \in L^2$, where $\psi(x) = 2^n \varphi(2x) - \varphi(x)$, $\psi_k(x) = 2^{kn} \psi(2^k x)$, and $Q_k f = \psi_k * f$. Furthermore, we can assume that $\psi$ has an arbitrarily large, but fixed, number of vanishing moments.
There are many equivalent definitions of the real Hardy spaces $H^p = H^p(\mathbb{R}^n)$ for $0 < p < \infty$. We use the following one. Define the non-tangential maximal function

$$\mathcal{N}^p f(x) = \sup_{t > 0} \sup_{|x - y| \leq t} \left| \int_{\mathbb{R}^n} t^{-n} \phi(t^{-1}(y - u)) \ast f(u) du \right|,$$

where $\phi \in \mathscr{S}$ with non-zero integral. It was proved by Fefferman and Stein in [18] that one can define $\|f\|_{H_p} = \|\mathcal{N}^p f\|_{L^p}$ to obtain the classical real Hardy spaces $H^p$ for $0 < p < \infty$. It was also proved in [18] that for any $\phi \in \mathscr{S}$ and $f \in H^p$ for $0 < p < \infty$,

$$\left\| \sup_{k \in \mathbb{Z}} |\phi_k * f| \right\|_{L^p} \lesssim \|f\|_{H^p}.
$$

We will use a number of equivalent quasi-norms for $H^p$. Let $\psi \in \mathcal{D}_M$ for some integer $M > n(1/p - 1)$, and let $\psi_k$ and $Q_k$ be as above. For $f \in \mathscr{S}'/\mathscr{P}$ (tempered distributions modulo polynomials), $f \in H^p$ if and only if

$$\left\| \left( \sum_{k \in \mathbb{Z}} |Q_k f|^2 \right)^{1/2} \right\|_{L^p} < \infty,$$

and this quantity is comparable to $\|f\|_{H^p}$. The space $H^p$ can also be characterized by the operators $\tilde{\phi}_j$ and $\tilde{\Phi}_j$ from the discrete Littlewood-Paley-Stein decomposition in (3.1). This characterization is given by the following, which can be found in [30]. Given $0 < p < \infty$

$$\left\| \left( \sum_{j \in \mathbb{Z}} \sum_{\ell(Q) = 2^{-j+N_0}} |\tilde{\Phi}_j * f(c_Q)|^2 \chi_Q \right)^{1/2} \right\|_{L^p} \approx \|f\|_{H^p},$$

where $\chi_E(x) = 1$ for $x \in E$ and $\chi_E(x) = 0$ for $x \notin E$ for a subset $E \subset \mathbb{R}^n$. For a continuous function $f \in L^1_{loc}(\mathbb{R}^n)$ and $0 < r < \infty$, define

\begin{equation}
(3.3) \quad M^r_j f(x) = \left\{ \mathcal{M} \left[ \left( \sum_{\ell(Q) = 2^{-j+N_0}} f(c_Q) \chi_Q \right)^r \right] (x) \right\}^{1/r},
\end{equation}

where $\mathcal{M}$ is the Hardy-Littlewood maximal operator. The following estimate was also proved by Han and Lu in [30].

**Proposition 3.1.** For $0 < r < p \leq 1$ and $f \in H^p$

$$\left\| \left( \sum_{j \in \mathbb{Z}} (M^r_j (\tilde{\phi}_j * f))^2 \right)^{1/2} \right\|_{L^p} \lesssim \|f\|_{H^p},$$

where $M^r_j$ is defined as in (3.3).

The next result is a reformulation of an estimate proved by Han and Lu in [30]; this version of the result was proved in [35].
Proposition 3.2. Let \( f : \mathbb{R}^n \to \mathbb{C} \) a non-negative continuous function, \( \nu > 0 \), and \( \frac{n}{n+\nu} < r \leq 1 \). Then
\[
\sum_{\ell(Q)=2^{-(j+N_0)}} |Q| \Phi_{\min(j,k)}^{p+\nu}(x-c_Q)f(c_Q) f(x) \lesssim 2^{\max(0,j-k)(N-n)} M_j^p f(x)
\]
for all \( x \in \mathbb{R}^n \), where \( M_j^p \) is defined in (3.3) and the summation indexed by \( \ell(Q)=2^{-(j+N_0)} \) is the sum over all dyadic cubes with side length \( 2^{-(j+N_0)} \) and \( c_Q \) denotes the center of cube \( Q \).

The next result is proved using some well-known techniques for Carleson measure. The proof can be found in [35].

Proposition 3.3. Suppose
\[
d\mu(x,t) = \sum_{k \in \mathbb{Z}} \mu_k(x) \delta_{t=2^{-k}} dx
\]
is a Carleson measure, where \( \mu_k \) is a non negative, locally integrable function for all \( k \in \mathbb{Z} \). Also let \( \varphi \in \mathcal{S} \), and define \( P_k f = \varphi_k \ast f \), where \( \varphi_k(x) = 2^{kn} \varphi(2^k x) \) for \( k \in \mathbb{Z} \). Then
\[
\left\| \left( \sum_{k \in \mathbb{Z}} |P_k f|^p \mu_k \right)^{1/p} \right\|_{L^p} \lesssim \|f\|_{H^p} \quad \text{for all } 0 < p < \infty
\]
and
\[
\left\| \left( \sum_{k \in \mathbb{Z}} |P_k f|^2 \mu_k \right)^{1/2} \right\|_{L^p} \lesssim \|f\|_{H^p} \quad \text{for all } 0 < p \leq 2.
\]

We will also need Hardy space estimates for linear Littlewood-Paley-Stein square function operators that was proved in [35]. First we set some notation for linear Littlewood-Paley-Stein operators. Given kernel functions \( \lambda_k : \mathbb{R}^{2n} \to \mathbb{C} \) for \( k \in \mathbb{Z} \), define
\[
\Lambda_k f(x) = \int_{\mathbb{R}^n} \lambda_k(x,y) f(y) dy
\]
for appropriate functions \( f : \mathbb{R}^n \to \mathbb{C} \). Define the square function associated to \( \{\Lambda_k\} \)
\[
S_{\Lambda} f(x) = \left( \sum_{k \in \mathbb{Z}} |\Lambda_k f(x)|^2 \right)^{1/2}.
\]
We say that a collection of operators \( \Lambda_k \) for \( k \in \mathbb{Z} \) is a collection of Littlewood-Paley-Stein operators with decay and smoothness \( (N,L) \), written \( \{\Lambda_k\} \in LPSO(N,L) \), for an integer \( L \geq 0 \) and \( N > 0 \) if there exists a constant \( C \) such that
\[
|D_\alpha^N \lambda_k(x,y)| \leq C 2^{L_\alpha} |\Phi_k^N(x-y)| \quad \text{for all } |\alpha| \leq L.
\]
Here we use the notation \( \Phi_k^N(x) = 2^{kn}(1+2^k|x|)^{-N} \) for \( N > 0 \), \( x \in \mathbb{R}^n \), and \( k \in \mathbb{Z} \). We also write \( D_\alpha^N F(x,y) = \partial_\alpha^N F(x,y) \) and \( D_\alpha F(x,y) = \partial_\alpha F(x,y) \) for \( F : \mathbb{R}^{2n} \to \mathbb{C} \) and \( \alpha \in \mathbb{N}^n_0 \). This is a slightly different definition for \( LPSO(N,L) \) than what was used in [35]. In that article, we defined \( LPSO(N,L+\delta) \) for integers \( L \geq 0 \) and \( 0 < \delta \leq 1 \) in terms of \( \delta \)-Hölder conditions on \( \lambda_k(x,y) \) in the \( y \) variable. Here we require \( \{\Lambda_k\} \in LPSO(N,L) \) to have kernel that is \( L \) times differentiable in \( y \) instead of \( L-1 \) times differentiable with Lipschitz \( L-1 \) order derivatives as in [35]. It is not
hard to see that the definition we use for $LPSO(N, L)$ here is contained in the class defined in [35]; hence all results from [35] for $LPSO(N, L)$ are still applicable in the current work.

Given $\{\Lambda_k\} \in LPSO(N, L)$ and $\alpha \in \mathbb{N}_0^n$ with $|\alpha| < N - n$, define

$$[[\Lambda_k]]_{\alpha}(x) = 2^{k|\alpha|} \int_{\mathbb{R}^n} \lambda_k(x, y)(x - y)^\alpha dy$$

for $k \in \mathbb{Z}$ and $x \in \mathbb{R}^n$. The next theorem was also proved in [35].

**Theorem 3.4.** Let $\{\Lambda_k\} \in LPSO(n + 2L, L)$ for some integer $L \geq 1$. If

$$d\mu_{\alpha}(x, t) = \sum_{k \in \mathbb{Z}} |[[\Lambda_k]]_{\alpha}(x)|^2 \delta_{t = 2^{-k}} dx$$

is a Carleson measure for all $\alpha \in \mathbb{N}_0^n$ with $|\alpha| \leq L - 1$, then $S_\Lambda$ is bounded from $H^p$ into $L^p$ for all $\frac{n}{n + L} < p \leq 1$.

Note that we use $\Lambda_k$ to denote linear operators and $\Theta_k$ to denote bilinear operators. We will keep this convention throughout the paper.

### 4. Hardy Space Estimates for Bilinear Square Functions

To start this section, we prove a reduced version of Theorem 2.1, where we strengthen the cancellation assumptions on $\Theta_k$ from the ones in (2.2) to the conditions in the next lemma. Once we establish Lemma 4.1, we extend to the general situation in Theorem 2.1 by using a paraproduct type decomposition.

**Lemma 4.1.** Let $\{\Theta_k\} \in BLPSO(N, L)$, where $N = 2n + 3L$ for some integer $L \geq 1$. If

$$\int_{\mathbb{R}^n} \Theta_k(x, y_1, y_2)y_1^\alpha y_2^\beta dy_1 = \int_{\mathbb{R}^n} \Theta_k(x, y_1, y_2)y_2^\beta dy_2 = 0$$

for all $k \in \mathbb{Z}$ and $|\alpha| \leq L - 1$, then $S_\Theta$ can be extended to a bounded operator from $H^{p_1} \times H^{p_2}$ into $L^p$ for all $\frac{n}{2n + L} < p \leq 1$ and $\frac{n}{n + L} < p_1, p_2 \leq 1$ such that $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$.

**Proof.** Let $p, p_1, p_2$ be as above. Choose $\nu$ such that $\frac{n}{p} - 2n < \nu < L$, which is possible since $\frac{n}{2n + L} < p$. Since $\nu > \frac{n}{p} - 2n$ and $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$, there exists $s \in (0, 1)$ such that $s\nu > \frac{n}{p_1} - n$ and $(1 - s)\nu > \frac{n}{p_2} - n$. Finally fix $r_1, r_2 > 0$ such that $\frac{n}{n + sv} < r_1 < p_1$ and $\frac{n}{n + (1 - s)\nu} < r_2 < p_2$. Note that this also implies that $n + sv < n/p_1 < n + L$ and $n + (1 - s)\nu \leq n/p_2 < n + L$, which will be used later to conclude that $\Phi^{n+L}_k(x) \leq \Phi^{n+3\nu}_k(x)$ and $\Phi^{n+L}_k(x) \leq \Phi^{n+(1-s)\nu}_k(x)$.

By density, it is sufficient to prove the appropriate estimate for $f_i \in H^{p_i} \cap L^2$ for $i = 1, 2$. We decompose $\Theta_k(f_1, f_2)$ using (3.1) for each $f_1$ and $f_2$,

$$\Theta_k(f_1, f_2)(x) = \sum_{j_1, j_2 \in \mathbb{Z}} \sum_{Q_1, Q_2} |Q_1| |Q_2| \tilde{\Phi}_{j_1} * f_1(c_{Q_1}) \tilde{\Phi}_{j_2} * f_2(c_{Q_2}) \Theta_k(\phi_{j_1}^{Q_1}, \phi_{j_2}^{Q_2})(x)$$

$$= \sum_{j_1, j_2 \in \mathbb{Z}} \sum_{Q_1, Q_2} |Q_1| |Q_2| \tilde{\Phi}_{j_1} * f_1(c_{Q_1}) \tilde{\Phi}_{j_2} * f_2(c_{Q_2}) \int_{\mathbb{R}^2n} \theta_k(x, y_1, y_2) \phi_{j_1}^{Q_1}(y_1) \phi_{j_2}^{Q_2}(y_2) dy_1 dy_2.$$
\( \phi_{j_1} \), we obtain the following.

\[
\left| \int_{\mathbb{R}^2} \theta_k(x,y_1,y_2) \phi^{cQ_1}_{j_1}(y_1) \phi^{cQ_2}_{j_2}(y_2) dy_1 dy_2 \right|
\]

\[
= \left| \int_{\mathbb{R}^2} \theta_k(x,y_1,y_2) \left( \phi^{cQ_1}_{j_1}(y_1) - \sum_{|\alpha| \leq L-1} \frac{D_{\alpha} \phi^{cQ_1}_{j_1}(x)}{\alpha!} (y_1 - x)^{\alpha} \right) \phi^{cQ_2}_{j_2}(y_2) dy_1 dy_2 \right|
\]

\[
\lesssim \int_{\mathbb{R}^2} \Phi_k^N (x-y_1,x-y_2) (2^L |x-y_1|)^L \times \left( \phi_{j_1}^{n+L}(y_1 - cQ_1) + \phi_{j_1}^{n+L}(x - cQ_1) \right) \phi_{j_2}^{n+L}(y_2 - cQ_2) dy_1 dy_2
\]

\[
\lesssim 2^{L(j_1-k)} \int_{\mathbb{R}^2} \Phi_k^{2n+2L}(x-y_1,x-y_2) \times \left( \phi_{j_1}^{n+L}(y_1 - cQ_1) + \phi_{j_1}^{n+L}(x - cQ_1) \right) \phi_{j_2}^{n+L}(y_2 - cQ_2) dy_1 dy_2
\]

A similar estimate holds for \( 2^{L(j_2-k)} \) in place of \( 2^{L(j_1-k)} \). Using the vanishing moment properties of \( \phi_{j_1} \), we have the following estimate,

\[
\left| \int_{\mathbb{R}^2} \theta_k(x,y_1,y_2) \phi^{cQ_1}_{j_1}(y_1) \phi^{cQ_2}_{j_2}(y_2) dy_1 dy_2 \right|
\]

\[
= \left| \int_{\mathbb{R}^2} \left( \theta_k(x,y_1,y_2) - \sum_{|\alpha| \leq L-1} \frac{D_{\alpha} \theta_k(x,cQ_1,y_2)}{\alpha!} (y_1 - cQ_1)^{\alpha} \right) \phi^{cQ_1}_{j_1}(y_1) \phi^{cQ_2}_{j_2}(y_2) dy_1 dy_2 \right|
\]

\[
\lesssim \int_{\mathbb{R}^2} \Phi_k^N (x-y_1,x-y_2) (2^L |y_1-cQ_1|)^L \phi_{j_1}^{N+L}(y_1 - cQ_1) \phi_{j_2}^{N}(y_2 - cQ_2) dy_1 dy_2
\]

\[
\times \int_{\mathbb{R}^2} \phi_{j_1}^{N}(x-cQ_1,x-y_2) (2^L |y_1 - cQ_1|)^L \phi_{j_1}^{N+L}(y_1 - cQ_1) \phi_{j_2}^{N}(y_2 - cQ_2) dy_1 dy_2
\]

\[
\lesssim 2^{L(k-j_1)} \int_{\mathbb{R}^2} \Phi_k^N (x-y_1,x-y_2) \phi_{j_1}^{N}(y_1 - cQ_1) \phi_{j_2}^{N}(y_2 - cQ_2) dy_1 dy_2
\]

\[
\lesssim 2^{L(k-j_1)} \phi_{\min(j_1,k)}^{n+sv}(x-cQ_1) \phi_{\min(j_2,k)}^{n+1-s}(x-cQ_2).
\]

Once again, this estimate holds with \( 2^{L(k-j_2)} \) in place of \( 2^{L(k-j_1)} \). Therefore

\[
\left| \int_{\mathbb{R}^2} \theta_k(x,y_1,y_2) \phi^{cQ_1}_{j_1}(y_1) \phi^{cQ_2}_{j_2}(y_2) dy_1 dy_2 \right|
\]

\[
\lesssim 2^{-L \max(|j_1-k|,|j_2-k|)} \phi_{\min(j_1,k)}^{n+sv}(x-cQ_1) \phi_{\min(j_2,k)}^{n+1-s}(x-cQ_2).
\]
Applying Proposition 3.2 yields
\[
|\Theta_k(f_1,f_2)(x)| \lesssim \sum_{j_1,j_2 \in \mathbb{Z}} |Q_1| |Q_2| |\tilde{\phi}_{j_1} * f_1(cQ_1)\tilde{\phi}_{j_2} * f_2(cQ_2) - (\Theta_k(f_1,f_2)(x))|
\]
\[
\times 2^{-L \max(|j_1 - k|, |j_2 - k|)} \Phi_{\min(j_1,j_2)}^{s_1}(x - cQ_1) \Phi_{\min(j_1,j_2)}^{s_2}(x - cQ_2)
\]
\[
\lesssim \sum_{j_1,j_2 \in \mathbb{Z}} 2^{-L \max(|j_1 - k|, |j_2 - k|)} 2^{s_1 \max(0,k-j_1)} 2^{s_2 \max(0,k-j_2)} \mathcal{M}_{j_1}(\tilde{\phi}_{j_1} * f_1)(x) \mathcal{M}_{j_2}(\tilde{\phi}_{j_2} * f_2)(x)
\]
\[
\lesssim \sum_{j_1,j_2 \in \mathbb{Z}} 2^{-\varepsilon \max(|j_1 - k|, |j_2 - k|)} \mathcal{M}_{j_1}^{r_1}(\tilde{\phi}_{j_1} * f_1)(x) \mathcal{M}_{j_2}^{r_2}(\tilde{\phi}_{j_2} * f_2)(x),
\]
where \(\varepsilon = L - \nu > 0\). Applying Proposition 3.1 for both \(\mathcal{M}_{j_1}^{r_1}(\tilde{\phi}_{j_1} * f_1)\) and \(\mathcal{M}_{j_2}^{r_2}(\tilde{\phi}_{j_2} * f_2)\) yields the appropriate estimate below,
\[
\|S_\Theta(f_1,f_2)\|_{L^p} \lesssim \left( \sum_{k \in \mathbb{Z}} \left( \sum_{j_1,j_2 \in \mathbb{Z}} 2^{-\frac{\varepsilon}{2}|j_1 - k|} 2^{-\frac{\varepsilon}{2}|j_2 - k|} \mathcal{M}_{j_1}^{r_1}(\tilde{\phi}_{j_1} * f_1) \mathcal{M}_{j_2}^{r_2}(\tilde{\phi}_{j_2} * f_2) \right)^2 \right)^{1/2}
\]
\[
\lesssim \left( \sum_{k \in \mathbb{Z}} \left[ \mathcal{M}_{j_1}^{r_1}(\tilde{\phi}_{j_1} * f_1) \right]^2 \right)^{1/2} \left( \sum_{j_2 \in \mathbb{Z}} \left[ \mathcal{M}_{j_2}^{r_2}(\tilde{\phi}_{j_2} * f_2) \right]^2 \right)^{1/2}
\]
\[
\lesssim \|f_1\|_{H^{r_1}} \|f_2\|_{H^{r_2}}.
\]
This completes the proof of Lemma 4.1. \(\square\)

Next we construct paraproducts to decompose \(\Theta_k\). These are the same operators that were constructed in [35], although we modify the decomposition to fit the bilinear framework. Fix an approximation to identity operator \(P_k f = \varphi_k * f\), where \(\varphi_k(x) = 2^{kn} \varphi(2^k x)\) and \(\varphi \in \mathcal{S}\) with integral 1. Define for \(\alpha, \beta \in \mathbb{N}_0^n\)
\[
M_{\alpha,\beta} = \left\{ \begin{array}{ll}
(-1)^{|\alpha|} \frac{B!}{(B-\alpha)!} \int_{\mathbb{R}^n} \varphi(y) y^{\beta-\alpha} dy & \alpha \leq \beta \\
0 & \alpha > \beta
\end{array} \right..
\]
Here we say \(\alpha \leq \beta\) for \(\alpha = (\alpha_1, \ldots, \alpha_n), \beta = (\beta_1, \ldots, \beta_n) \in \mathbb{N}_0^n\) if \(\alpha_i \leq \beta_i\) for all \(i = 1, \ldots, n\). It is clear that \(|M_{\alpha,\beta}| < \infty\) for all \(\alpha, \beta \in \mathbb{N}_0^n\) since \(\varphi \in \mathcal{S}\). It is not hard to verify that when \(|\alpha| = |\beta|\),
\[
M_{\alpha,\beta} = \left\{ \begin{array}{ll}
(-1)^{|\beta|} B! & \alpha = \beta \\
0 & \alpha \neq \beta \text{ and } |\alpha| = |\beta|
\end{array} \right. .
\]
Consider the operators \(P_k D^\alpha f\) defined for \(f \in \mathcal{S}'\), where \(D^\alpha\) is the distributional derivative on \(\mathcal{S}'\). Hence \(P_k D^\alpha f(x)\) is well defined for \(f \in \mathcal{S}'\) since \(P_k D^\alpha f(x) = \langle \varphi_k^\alpha, D^\alpha f \rangle = (-1)^{|\alpha|} \langle D^\alpha (\varphi_k^\alpha), f \rangle\) and \(D^\alpha (\varphi_k^\alpha) \in \mathcal{S}\). In fact, this gives a kernel representation for \(P_k D^\alpha\); estimates for this kernel are
addressed in the proof of Proposition 4.3. Also,
\[
[[P_k D^\alpha]]_\beta(x) = 2^{\beta |k|} \int_{\mathbb{R}^n} \varphi_k(x - y) D^{\alpha}_{y}((x - y)^\beta) dy = 2^{\beta |\alpha|} M_{\alpha, \beta}.
\]

For \( \{ \Theta_k \} \in BLPSO(N, L) \) and \( k \in \mathbb{Z} \), define
\[
\Theta_k^{(0)}(f_1, f_2)(x) = \Theta_k(f_1, f_2)(x) - [[\Theta_k(\cdot, f_2)]]_0(x) \cdot P_k f_1(x)
\]
(4.2)
\[
\Theta_k^{(m)}(f_1, f_2)(x) = \Theta_k^{(m-1)}(f_1, f_2)(x) - \sum_{|\alpha| = m} (-1)^{|\alpha|} \frac{[[\Theta_k^{(m-1)}(\cdot, f_2)]]_\alpha(x)}{\alpha!} \cdot 2^{-k |\alpha|} P_k D^\alpha f_1(x)
\]
(4.3)
\[
\quad - \sum_{|\beta| = m} (-1)^{|\beta|} \frac{[[\Theta_k^{(m-1)}(f_1, \cdot)]]_\beta(x)}{\beta!} \cdot 2^{-k |\beta|} P_k D^\beta f_2(x)
\]
\[
\quad + \sum_{|\alpha| + |\beta| = m} (-1)^{|\alpha|+|\beta|} \frac{[[\Theta_k^{(m-1)}(\cdot, f_2)]]_{\alpha, \beta}(x)}{\alpha! \beta!} \cdot 2^{-k (|\alpha| + |\beta|)} P_k D^\alpha f_1(x) P_k D^\beta f_2(x)
\]
for \( 1 \leq m \leq L \).

**Lemma 4.2.** Let \( \{ \Theta_k \} \in BLPSO(N, L) \) for some integer \( L \geq 1 \) and \( N > 2n \). Also let \( 0 \leq M < N - n \) be an integer. Then
\[
\int_{\mathbb{R}^n} \Theta_k(x, y_1, y_2) y_1^\alpha dy_1 = 0
\]
(4.4)
for all \( x, y_2 \in \mathbb{R}^n \) and \( |\alpha| \leq M \) if and only if \( [[\Theta_k(\cdot, f)]_\alpha(x) = 0 \) for all \( x \in \mathbb{R}^n \), \( |\alpha| \leq M \), and \( f \in C_0^{\infty} \). Likewise for integrals in \( y_2 \) and \( [[\Theta_k(f, \cdot)]_\alpha \).

Here we define \( [[\Theta_k(\cdot, f)]_\alpha \) by applying the definition of \( [[ \cdot ]_\alpha \) for linear operator to the linear operator \( g \mapsto \Theta_k(g, f) \) with \( f \) fixed. A similar notation is used for \( [[\Theta_k(f, \cdot)]_\alpha \).

**Proof.** Note that the condition \( 0 \leq M < N - n \) implies that \( [[\Theta_k(\cdot, f)]_\alpha \) is well defined for \( |\alpha| \leq M \). Assume that (4.4) holds. Then for any \( |\alpha| \leq M \)
\[
[[\Theta_k(\cdot, f)]_\alpha(x) = 2^{\alpha |k|} \int_{\mathbb{R}^n} \Theta_k(x, y_1, y_2) (x - y_1)^\alpha f(y_2) dy_1 dy_2
\]
\[
= 2^{\alpha |k|} \sum_{|\mu| + |\nu| = |\alpha|} (-1)^{|\nu|} c_{\mu, \nu} \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \Theta_k(x, y_1, y_2) y_1^\nu dy_1 \right) x^\mu f(y_2) dy_2 = 0.
\]
Here \( c_{\mu, \nu} \) are binomial coefficients. Now assume that \( [[\Theta_k(\cdot, f)]_\alpha(x) = 0 \) for all \( x \in \mathbb{R}^n \), \( |\alpha| \leq M \), and \( f \in C_0^{\infty} \). Let \( \varphi \in C_0^{\infty} \) be radial with integral 1 and define \( \varphi_k(x) = 2^{kn} \varphi(2^k x) \). The radial condition
here is not strictly necessary, but it simplifies notation. Then for $|\alpha| \leq M$, we have
\[
\int_{\mathbb{R}^n} \theta_k(x, y_1, y_2) y_1^\alpha dy_1 = \sum_{\mu + \nu = \alpha} \int_{\mathbb{R}^n} \theta_k(x, y_1, y_2) (-1)^{|\alpha| + |\mu|} x^\mu (x - y_1)^\nu dy_1
\]
\[
= \sum_{\mu + \nu = \alpha} (-1)^{|\alpha| + |\mu|} \lim_{N \to \infty} \int_{\mathbb{R}^n} \theta_k(x, y_1, u) (x - y_1)^\nu \Phi_N(u - y_2) dy_1 du
\]
\[
= \sum_{\mu + \nu = \alpha} (-1)^{|\alpha| + |\mu|} \lim_{N \to \infty} \left[ \left[ \Theta_k(\cdot, \cdot, y_1) \right] y_1 \right](x) = 0.
\]
We use that $\theta_k(x, y_1, y_2)$ is a bounded $L^1(\mathbb{R}^n)$ continuous function in $x$ for $y_1 \neq y_2$ to use the approximation to identity property $\Phi_N * \theta_k(x, \cdot, y_2)(y_2) \to \theta_k(x, y_1, y_2)$ as $N \to \infty$ pointwise for $y_1 \neq y_2$ and in $L^p(\mathbb{R}^n)$ for $1 < p < \infty$. This completes the proof. \hfill \square

**Proposition 4.3.** Let $\{\Theta_k\} \in BLPSO(N, L)$ for some integer $L \geq 1$ and $N \geq 2n + L(2n + L - 1)/2$, and assume that

\[(4.5) \quad d\mu(x, t) = \sum_{k \in \mathbb{Z}} \sum_{|\alpha|, |\beta| \leq L - 1} \left| \left[ \left[ \Theta_k \right]_{\alpha, \beta}(x) \right] \right|^2 \delta_{t = 2^{-k}} dx \]

is a Carleson measure. Also let $\Theta_k^{(m)}$ be as in as in (4.2) and (4.3) for $0 \leq m \leq L - 1$. Then $\Theta_k^{(m)} \in BLPSO(\tilde{N}_m, L)$ where $\tilde{N}_m = N - L(2n + L - 1)/2$, and they satisfy the following for $0 \leq m \leq L - 1$:

1. For all $\alpha \in \mathbb{N}^n_0$ with $|\alpha| \leq m \leq L - 1$, we have
\[
\int_{\mathbb{R}^n} \theta_k^{(m)}(x, y_1, y_2) y_1^\alpha dy_1 = \int_{\mathbb{R}^n} \theta_k^{(m)}(x, y_1, y_2) y_2^\alpha dy_2 = 0.
\]

2. $d\mu(x, t)$ is a Carleson measure, where $d\mu$ is defined by
\[
d\mu(x, t) = \sum_{k \in \mathbb{Z}} \sum_{m=0}^{L-1} \sum_{|\alpha|, |\beta| \leq L - 1} \left| \left[ \left[ \Theta_k^{(m)} \right]_{\alpha, \beta}(x) \right] \right|^2 \delta_{t = 2^{-k}} dx.
\]

**Proof.** We will show that $\{\Theta_k^{(m)}\} \in BLPSO(\tilde{N}_m, L)$ by induction. First we check that $\{\Theta_k^{(0)}\} \in BLPSO(\tilde{N}_0, L) = BLPSO(N - n, L)$. Using the definition in (4.2), it is sufficient to show that $\Theta_k(f_1, f_2), \left[ \left[ \Theta_k(\cdot, f_2) \right] 0 \cdot P_k f_1, \left[ \left[ \Theta_k(f_1, \cdot) \right] 0 \cdot P_k f_2, \text{ and } \left[ \Theta_k \right]_{0, \cdot} \cdot P_k f_1 \cdot P_k f_2 \right]$, as well as $\left[ \left[ \Theta_k(\cdot, f_2) \right] 0 \cdot P_k f_1, \left[ \left[ \Theta_k(f_1, \cdot) \right] 0 \cdot P_k f_2, \text{ and } \left[ \Theta_k \right]_{0, \cdot} \cdot P_k f_1 \cdot P_k f_2 \right]$ each define operators of type $BLPSO(\tilde{N}_0, L)$. The first and last terms trivially satisfy these properties; note that $\{\Theta_k\} \in BLPSO(N, L) \subset BLPSO(\tilde{N}_0, L)$ by assumption and $\left[ \left[ \Theta_k \right]_{0, \cdot} \cdot P_k f_1 \cdot P_k f_2 \right]$ is in any $BLPSO(N, L)$ class since $\left[ \left[ \Theta_k \right]_{0, \cdot} \leq 1$ and the convolution kernel of $P_k$ is in Schwartz class $\mathcal{S}$. We consider the second term $\left[ \left[ \Theta_k(\cdot, f_2) \right] 0 \cdot P_k f_1$, whose kernel is
\[
\varphi_k(x - y) \int_{\mathbb{R}^n} \theta_k(x, u_1, y_2) du.
\]
It is not hard to verify that this kernel satisfies the appropriate estimates to be a member of $BLPSO(\tilde{N}_0, L)$. The kernel condition (2.1) is verified by the following. For $|\alpha|, |\beta| \leq L$

$$\left| D^\alpha_{\beta} D^\beta_{\gamma} \left( \varphi_k(x - y_1) \int_{\mathbb{R}^n} \theta_k(x, u_1, y_2) du_1 \right) \right| = \left| \partial_{y_1} \varphi_k(x - y_1) \int_{\mathbb{R}^n} \partial_{y_2} \theta_k(x, u_1, y_2) du_1 \right|$$

$$\leq 2|\alpha|k \Phi_k^{N-n}(x - y_1) \int_{\mathbb{R}^n} 2|\beta|k \Phi_k^N(x - u_1, x - y_2) du_1$$

$$\leq 2^{(|\alpha|+|\beta|)k} \Phi_k^{N-n}(x - y_1) \Phi_k^{N-n}(x - y_2)$$

Here we use that

$$\Phi_k^R(x) \Phi_k^R(y) = \frac{2^{kn}}{(1 + 2^k|x|)^R (1 + 2^k|y|)^R} \leq \frac{2^{2kn}}{(1 + 2^k|x| + 2^k|y|)^R} = \Phi_k^R(x, y).$$

By symmetry $[[[\Theta_k^m(f, \cdot)]_0, P_k f]] \cdot P_k f$ defines an operator of type $BLPSO(\tilde{N}_0, L)$ as well. Now we proceed by induction. Assume that $\{\Theta_k^{(m-1)}\} \in BLPSO(\tilde{N}_{m-1}, L)$. Similar to the reduction for the $m = 0$ case, this can be easily reduced to showing that $[[[\Theta_k^{(m-1)}(\cdot, f_2)]_m \cdot 2^{-k|\alpha|} P_k D^\alpha f_1$ for $|\alpha| = m$ and the symmetric term define a collection of type $BLPSO(\tilde{N}_m, L)$. The kernel of $[[[\Theta_k^{(m-1)}(\cdot, f_2)]_m \cdot 2^{-k|\alpha|} P_k D^\alpha f_1$ is

$$(-1)^{|\alpha|} (D^\alpha \varphi)_{k}(x - y_1) \int_{\mathbb{R}^n} \theta_k^{(m-1)}(x, u, y_2) 2^{k|\alpha|} (x - u)^{\alpha} du.$$
the $m = 0$ case for (1) is not hard to verify: for all $f_1 \in C_0^\infty$

$$
[[\Theta_k^{(0)}(f_1, \cdot)]](x) = [[\Theta_k(f_1, \cdot)]](x) - [[\Theta_k(f_1, \cdot)]](x)
- [[\Theta_k]](x)P_k f_1(x) + [[\Theta_k]](x)P_k f_1(x) = 0,
$$
and likewise $[[\Theta_k^{(0)}(\cdot, f_2)]](x) = 0$ for all $f_2 \in C_0^\infty$. Now assume that (1) holds for $m - 1$. Then for $|\mu| \leq m - 1$ and $f_1 \in C_0^\infty$

$$
[[\Theta_k^{(m)}(f_1, \cdot)]](x) = [[\Theta_k^{(m-1)}(f_1, \cdot)]](x) - \sum_{|\alpha|=m} (-1)^{|\alpha|} \frac{[\Theta_k^{(m-1)}](x)+\mu}{\alpha!} \cdot 2^{-k|\alpha|} \cdot P_k f_1
$$

$$
- \sum_{|\beta|=m} (-1)^{|\beta|} \frac{[\Theta_k^{(m-1)}(f_1, \cdot)](x)+\beta}{\beta!} \cdot 2^{-k|\beta|} \cdot P_k f_2
$$

$$
+ \sum_{|\alpha|=|\beta|=m} (-1)^{|\alpha|+|\beta|} \frac{[\Theta_k^{(m-1)}](x)+\alpha\beta}{\alpha!\beta!} \cdot 2^{-k(|\alpha|+|\beta|)} \cdot P_k f_1
$$

by the inductive hypothesis and the fact that $[P_k f_\alpha]_\mu = [P_k f_\beta]_\mu = 0$ for $|\mu| \leq m - 1 < m = |\alpha| = |\beta|$. For $|\mu| = m$,

$$
[[\Theta_k^{(m)}(f_1, \cdot)]](x) = [[\Theta_k^{(m-1)}(f_1, \cdot)]](x) - \sum_{|\alpha|=m} (-1)^{|\alpha|} \frac{[\Theta_k^{(m-1)}](x)+\mu}{\alpha!} \cdot 2^{-k|\alpha|} \cdot P_k f_1
$$

$$
- \sum_{|\beta|=m} (-1)^{|\beta|} \frac{[\Theta_k^{(m-1)}(f_1, \cdot)](x)+\beta}{\beta!} \cdot 2^{-k|\beta|} \cdot P_k f_2
$$

$$
+ \sum_{|\alpha|=|\beta|=m} (-1)^{|\alpha|+|\beta|} \frac{[\Theta_k^{(m-1)}](x)+\alpha\beta}{\alpha!\beta!} \cdot 2^{-k(|\alpha|+|\beta|)} \cdot P_k f_1
$$

$$
= [[\Theta_k^{(m-1)}(f_1, \cdot)]](x) - \sum_{|\alpha|=m} (-1)^{|\alpha|} \frac{[\Theta_k^{(m-1)}](x)+\mu}{\alpha!} \cdot 2^{-k|\alpha|} \cdot P_k f_1
$$

$$
- [[\Theta_k^{(m-1)}(f_1, \cdot)]](x) + \sum_{|\alpha|=m} (-1)^{|\alpha|} \frac{[\Theta_k^{(m-1)}](x)+\mu}{\alpha!} \cdot 2^{-k|\alpha|} \cdot P_k f_1 = 0,
$$

where the summations in $\beta$ collapse using (4.1) and that $M_{\beta,\mu} = (-1)^{|\beta|} M_{\beta,\mu}$ when $\mu = \beta$ and $M_{\beta,\mu} = 0$ when $|\beta| = |\alpha|$ but $\beta \neq \mu$. By symmetry the same holds for $[[\Theta_k(\cdot, f_2)]](x)$ and hence by induction and Lemma 4.2 this verifies (1) for all $m \leq L - 1$. Given the Carleson measure assumption for $d\mu(x,t)$ in (4.5), one can easily prove (2) if the following statement holds: for all $0 \leq m \leq L - 1$

$$
\sum_{|\alpha|,|\beta| \leq L - 1} ||[\Theta_k^{(m)}]|_{|\alpha,\beta}(x)| \leq C_{0}^{2(m+1)} \sum_{|\alpha|,|\beta| \leq L - 1} ||[\Theta_k]|_{|\alpha,\beta}(x)|,
$$

where $C_0 = \sum_{|\alpha|,|\beta| \leq L - 1} (1 + |M_{\alpha,\beta}|)$. 

\[ \Box \]
We verify (4.6) by induction. For $m = 0$, let $|\alpha|, |\beta| \leq L - 1$, and it follows that
\[
[[\Theta_k^{(0)}]]_{\alpha,\beta} = [[\Theta_k]]_{\alpha,\beta} - [[\Theta_k]]_{0,\beta}[P_k]_\alpha - [[\Theta_k]]_{\alpha,0}[P_k]_\beta + [[\Theta_k]]_{0,0}[P_k]_{\alpha}[P_k]_\beta
\]

Then
\[
\sum_{|\alpha|,|\beta| \leq L-1} \sum_{\alpha,\beta} \left| [[\Theta_k^{(0)}]]_{\alpha,\beta} \right| \leq \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k]]_{\alpha,\beta} \right| + \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k]]_{0,\beta}M_0,\alpha \right| + \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k]]_{\alpha,0}M_0,\beta \right| + \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k]]_{0,0}M_0,\alpha M_0,\beta \right|
\]
\[
\leq \left( \sum_{|\alpha|,|\beta| \leq L-1} (1 + |M_0,\alpha| + |M_0,\beta| + |M_0,\alpha M_0,\beta|) \right) \left( \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k]]_{\alpha,\beta} \right| \right)
\]
\[
\leq C_0^2 \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k]]_{\alpha,\beta} \right|
\]
Now assume that (4.6) holds for $m - 1$, and consider
\[
\sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k^{(m)}]]_{\alpha,\beta} \right| \leq \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k^{(m-1)}]]_{\alpha,\beta} \right| + \sum_{|\alpha|,|\beta| \leq L-1} \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k^{(m-1)}]]_{0,\beta}M_m,\alpha \right| + \sum_{|\alpha|,|\beta| \leq L-1} \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k^{(m-1)}]]_{\alpha,0}M_m,\beta \right| + \sum_{|\alpha|,|\beta| \leq L-1} \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k^{(m-1)}]]_{0,0}M_m,\alpha M_m,\beta \right|
\]
\[
\leq \left( \sum_{|\alpha|,|\beta| \leq L-1} \left( 1 + \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k^{(m-1)}]]_{\alpha,\beta} \right| \right) \right) \left( \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k^{(m-1)}]]_{\alpha,\beta} \right| \right)
\]
\[
\leq C_0^2 \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k^{(m-1)}]]_{\alpha,\beta} \right| \leq C_0^{2(m+1)} \sum_{|\alpha|,|\beta| \leq L-1} \left| [[\Theta_k]]_{\alpha,\beta} \right|
\]
We use the inductive hypothesis in the last inequality here to bound the $[[\Theta^{(m-1)}]]_{\alpha,\beta}$. Then by induction, the estimate in (4.6) holds for all $0 \leq m \leq L - 1$, and this completes the proof. □

Define the linear operators
\[
\Lambda_k^{1,0,\alpha} f(x) = [[\Theta_k^{(f,\cdot)}]]_{\alpha}(x), \quad \Lambda_k^{2,0,\alpha} f(x) = [[\Theta_k^{(\cdot,f)}]]_{\alpha}(x),
\]
\[
\Lambda_k^{1,m,\alpha} f(x) = [[\Theta_k^{(m-1)}(f,\cdot)]]_{\alpha}(x), \quad \Lambda_k^{2,m,\alpha} f(x) = [[\Theta_k^{(m-1)}(\cdot,f)]]_{\alpha}(x)
\]
for $1 \leq m \leq L - 1$. 

(4.7) \[
\Lambda_k^{1,0,\alpha} f(x) = [[\Theta_k^{(f,\cdot)}]]_{\alpha}(x), \quad \Lambda_k^{2,0,\alpha} f(x) = [[\Theta_k^{(\cdot,f)}]]_{\alpha}(x),
\]
(4.8) \[
\Lambda_k^{1,m,\alpha} f(x) = [[\Theta_k^{(m-1)}(f,\cdot)]]_{\alpha}(x), \quad \Lambda_k^{2,m,\alpha} f(x) = [[\Theta_k^{(m-1)}(\cdot,f)]]_{\alpha}(x)
\]
Lemma 4.4. Let $L \geq 1$ be an integer, and assume that $\{\Theta_k\} \in BLPSO(N,L)$, where $N = 2n + L(2n+L+3)/2$. Define $\Theta_k^{(m)}$ and $\Lambda_k^{i,m,\alpha}$ for $i = 1, 2$, $0 \leq m \leq L - 1$, and $|\alpha| \leq L - 1$ as in (4.2), (4.3), (4.7), and (4.8). Then $\{\Lambda_k^{i,m,\alpha}\} \in LPSO(n+2L,L)$ for each $i = 1, 2$, $0 \leq m \leq L - 1$, and $|\alpha| \leq L - 1$. Furthermore, if $\Theta_k$ satisfies the Carleson condition in (4.5), then

\[
(4.9) \quad dv(x,t) = \sum_{k \in \mathbb{Z}} \sum_{i=1}^{2} \sum_{m=0}^{L-1} \sum_{|\alpha|,|\beta| \leq L-1} |[\Lambda_k^{i,m,\alpha}](x,2^k \delta_{i=2^k} dx
\]

is a Carleson measure and $S_{\Lambda,i,m,\alpha}$ is bounded from $H^p$ into $L^p$ for all $\frac{m}{n+L} < p \leq 1$, $i = 1, 2$, $m = 0, 1, ..., L - 1$, and $|\alpha| \leq L$, where $S_{\Lambda,i,m,\alpha}$ is the square function operator associated to $\{\Lambda_k^{i,m,\alpha}\}$

\[S_{\Lambda,i,m,\alpha}f(x) = \left( \sum_{k \in \mathbb{Z}} |\Lambda_k^{i,m,\alpha}f(x)|^2 \right)^{1/2}.
\]

Proof. We first look at $\Lambda_k^{1,0,\alpha}f = \{[\Theta_k(f,\cdot)]\alpha\}$ for $i = 1, 2$ and $|\alpha| \leq L - 1$. We wish to show that $\{\Lambda_k^{1,0,\alpha}\} \in LPSO(n+2L,L)$. The kernel of $\Lambda_k^{1,0,\alpha}$ is bounded in the following way. For $|\beta| \leq L$

\[
|D_1^{\beta} \Lambda_k^{1,0,\alpha}(x,y)| \leq \int_{\mathbb{R}^n} |D_1^{\beta} \Theta_k(x,y,y_2)2^{\alpha|k|(x-y_2)^2}|dy_2
\]

\[\leq 2|\beta| \int_{\mathbb{R}^n} \Phi_k^N(x-y,y-y_2)(2^{|x-y_2|})^{\alpha}dy_2
\]

\[\leq 2|\beta|k \int_{\mathbb{R}^n} \Phi_k^{N-\alpha}(x-y,y-y_2)dy_2
\]

\[\leq 2|\beta||\Phi_k^{N-\alpha-(L-1)}(x-y) \leq 2|\beta|k|\Phi_k^{n+2L}(x-y).
\]

Here we use that our hypotheses on $N$ imply that $N \geq 2n + 3L - 1$. Then $\{\Lambda_k^{1,0,\alpha}\} \in LPSO(n+2L,L)$ for all $|\alpha| \leq L - 1$, and by symmetry it follows that $\{\Lambda_k^{2,0,\alpha}\} \in LPSO(n+2L,L)$ for $|\alpha| \leq L - 1$ as well. If $L = 1$, this completes the estimates.

Now we continue to estimate these operators for $1 \leq m \leq L - 1$, where $L \geq 2$. Fix $0 \leq m \leq L - 1$ and $|\alpha| \leq L - 1$. The kernel $\lambda_k^{1,m,\alpha}f(x)$ is given by

\[\lambda_k^{1,m,\alpha}(x,y) = \int_{\mathbb{R}^n} \Theta_k^{(m-1)}(x,y,y_2)(x-y_2)^{\alpha}dy_2
\]

By Proposition 4.3, we know that $\{\Theta_k^{(m-1)}\} \in BLPSO(\tilde{N}_{m-1},L)$ where $\tilde{N}_{m-1} = N - m(2n+m-1)/2$, and we now show that $\{\Lambda_k^{1,m,\alpha}\} \in LPSO(n+2L,L)$. We check the kernel conditions for $\lambda_k^{1,m,\alpha}$ hold. For $1 \leq m \leq L - 1$, $|\alpha| \leq L - 1$, and $|\beta| \leq L$

\[
|D_1^{\beta} \lambda_k^{1,m,\alpha}(x,y)| \leq \int_{\mathbb{R}^n} |D_1^{\beta} \Theta_k^{(m-1)}(x,y,y_2)2^{\alpha|k|(x-y_2)^2}|dy_2
\]

\[\leq 2|\beta| \int_{\mathbb{R}^n} \Phi_k^{\tilde{N}_{m-1}}(x-y,y-y_2)2^{\alpha|k|(x-y_2)^2}dy_2
\]

\[\leq 2|\beta| \int_{\mathbb{R}^n} \Phi_k^{\tilde{N}_{m-1}-\alpha}(x-y,y-y_2)dy_2
\]

\[\leq 2|\beta|k \Phi_k^{\tilde{N}_{m-1}-\alpha-(L-1)}(x-y) \leq 2|\beta|k \Phi_k^{n+2L}(x-y).
\]
The last inequality is given by our assumption that \( N \geq 2n + L(2n + L + 3)/2 \) since for \( 0 \leq m \leq L - 1 \), we have
\[
\tilde{N}_{m-1} - n - (L - 1) \geq \tilde{N}_{L-2} - n - (L - 1) = N - L(2n + L - 1)/2 \\
\geq 2n + L(2n + L + 3)/2 - L(2n + L - 1)/2 = 2n + 2L \geq n + 2L.
\]
Also, by (2) in Proposition 4.3 it follows that \( d\nu(x,t) \) defined in (4.9) is a Carleson measure; this is because
\[
[[\Lambda_{k}^{1,0,\alpha}]]_{\beta} = [[\Theta_{k}]]_{\beta,\alpha}, \\
[[\Lambda_{k}^{2,0,\alpha}]]_{\beta} = [[\Theta_{k}]]_{\alpha,\beta}, \\
[[\Lambda_{k}^{1,m,\alpha}]]_{\beta} = [[\Theta_{k}^{(m-1)}]]_{\beta,\alpha} \quad \text{and} \quad [[\Lambda_{k}^{2,m,\alpha}]]_{\beta} = [[\Theta_{k}^{(m-1)}]]_{\beta,\alpha} \quad \text{for } 0 < m \leq L - 1.
\]
By Theorem 2.1 from [35], it follows that \( S_{\Lambda^{i,m,\alpha}} \) is bounded from \( H^{p} \) into \( L^{p} \) for all \( \frac{n}{n+L} < p \leq 1 \).

Now we use Lemma 4.1 and the paraproduct operators \( \Theta_{k}^{(m)} \) along with Propositions 3.3 and 4.3 to prove Theorem 2.1.

**Proof of Theorem 2.1.** Let \( \frac{n}{2n+L} < p \leq 1 \) and \( \frac{n}{n+L} < p_{1}, p_{2} \leq 1 \) such that \( \frac{1}{p} = \frac{1}{p_{1}} + \frac{1}{p_{2}} \). Using the definitions in (4.2), (4.3), (4.7), and (4.8), we can rewrite \( \Theta_{k}^{(m)} \) in terms of \( \Lambda^{i,m,\alpha} \) in the following way:
\[
\Theta_{k}^{(0)}(f_{1}, f_{2})(x) = \Theta_{k}(f_{1}, f_{2})(x) - \Lambda_{k}^{2,0,0}f_{2}(x) \cdot P_{k}f_{1}(x) - \Lambda_{k}^{1,0,0}f_{1}(x) \cdot P_{k}f_{2}(x) \\
+ [[\Theta_{k}]]_{0,0}(x) \cdot P_{k}f_{1}(x)P_{k}f_{2}(x)
= \Theta_{k}^{(m-1)}(f_{1}, f_{2})(x) - \sum_{|\alpha|=m} \frac{(-1)^{|\alpha|}}{\alpha!} \Lambda_{k}^{2,m,\alpha}f_{2}(x) \cdot 2^{-k|\alpha|} P_{k}D^{\alpha}f_{1}(x)
- \sum_{|\beta|=m} \frac{(-1)^{|\beta|}}{\beta!} \Lambda_{k}^{1,m,\beta}f_{1}(x) \cdot 2^{-k|\beta|} P_{k}D^{\beta}f_{2}(x)
+ \sum_{|\alpha|=|\beta|=m} \frac{(-1)^{|\alpha|+|\beta|}}{\alpha!\beta!} [[\Theta_{k}^{(m-1)}]]_{\alpha,\beta}(x) \cdot 2^{-k(|\alpha|+|\beta|)} P_{k}D^{\alpha}f_{1}(x)P_{k}D^{\beta}f_{2}(x).
\]
Then \( \Theta_{k} \) is bounded in the following way:
\[
|\Theta_{k}(f_{1}, f_{2})| \leq |\Theta_{k}^{(0)}(f_{1}, f_{2})| + |\Lambda_{k}^{1,0,0}f_{1}P_{k}f_{2}| + |\Lambda_{k}^{2,0,0}f_{2}P_{k}f_{1}| + |[[\Theta_{k}]]_{0,0}P_{k}f_{1}P_{k}f_{2}|
\leq |\Theta_{k}^{(1)}(f_{1}, f_{2})| + |\Lambda_{k}^{1,0,0}f_{1}P_{k}f_{2}| + |P_{k}f_{1}\Lambda_{k}^{2,0,0}f_{2}| + |[[\Theta_{k}]]_{0,0}P_{k}f_{1}P_{k}f_{2}|
+ \sum_{|\alpha|=1} |2^{-k|\alpha|} P_{k}D^{\alpha}f_{1}\Lambda_{k}^{2,1,\alpha}f_{2}| + \sum_{|\beta|=1} |\Lambda_{k}^{1,1,\beta}f_{1}2^{-k|\beta|} P_{k}D^{\beta}f_{2}|
+ \sum_{|\alpha|=|\beta|=1} |[[\Theta_{k}^{(0)}]]_{\alpha,\beta}2^{-k|\alpha|} P_{k}D^{\alpha}f_{1}2^{-k|\beta|} P_{k}D^{\beta}f_{2}|.
\]
\[
(4.10) \quad \leq \left| \Theta_k^{(L-1)}(f_1, f_2) \right| + \sum_{m=0}^{L-1} \sum_{|\alpha|=m} |2^{-k|\alpha|} P_k D^\alpha f_1 A_k^{2.m.\alpha} f_2 |
\]
\[
+ \sum_{m=0}^{L-1} \sum_{|\beta|=m} |\Lambda_k^{1.m.\beta} f_1 2^{-k|\beta|} P_k D^\beta f_2 |
\]
\[
+ \sum_{m=0}^{L-1} \sum_{|\alpha|=|\beta|=m} \left| \left[ [\Theta_k^{(m)}] \right]_{\alpha,\beta} 2^{-k|\alpha|} P_k D^\alpha f_1 2^{-k|\beta|} P_k D^\beta f_2 | + \left[ [\Theta_k] \right]_{0,0} P_k f_1 P_k f_2 | .
\]

We verify that the square functions associated to each of the terms on the right-hand side of (4.10) is bounded by a constant times \( |f_1|_{H^p_1} |f_2|_{H^p_2} \).

The \( \Theta_k^{(L-1)}(f_1, f_2) \) term: First we note that since \( \{ \Theta_k \} \in BLPSO(N, L) \) for \( N = 2n + L(2n + L + 5)/2 \), by Proposition 4.3 it follows that \( \{ \Theta_k^{(L-1)} \} \in BLPSO(\tilde{N}_{L-1}, L) \) where \( \tilde{N}_{L-1} = N - L(2n + L - 1)/2 = 2n + L(2n + L + 5)/2 - L(2n + L - 1)/2 = 2n + 3L \).

This inequality for \( \tilde{N}_{L-1} \) is the binding restriction for the requirement \( N = 2n + L(2n + L + 5)/2 \). The other terms require \( N \) to be large, but none as large as the requirement for \( \{ \Theta_k^{(L-1)} \} \) to be a member of \( BLPSO(2n + 3L, L) \). Also by property (1) in Proposition 4.3, we have that
\[
\int_{\mathbb{R}^n} \Theta_k^{(L-1)}(x, y_1, y_2) y_1^\alpha dy_1 = \int_{\mathbb{R}^n} \Theta_k^{(L-1)}(x, y_1, y_2) y_2^\alpha dy_2 = 0
\]
for all \( |\alpha| \leq L - 1 \). By Lemma 4.1, it follows that
\[
||S_{\Theta^{(L-1)}}(f_1, f_2)||_{L^p} = \left( \sum_{k \in \mathbb{Z}} ||\Theta_k^{(L-1)}(f_1, f_2) ||^2 \right)^{1/2} \lesssim ||f_1||_{H^p_1} ||f_2||_{H^p_2}
\]
since \( \frac{n}{2n+L} < p \leq 1 \) and \( \frac{n}{n+L} < p_1, p_2 \leq 1 \).

The \( 2^{-k|\alpha|} P_k D^\alpha f_1 A_k^{2.m.\alpha} f_2 \) terms: By Lemma 4.4, we know that \( S_{\Lambda^{m.\alpha}} \) is bounded from \( H^q \) into \( L^q \) for any \( \frac{n}{n+L} < q \leq 1 \) and each \( 0 \leq m \leq L - 1, i = 1, 2 \), and \( |\alpha| \leq L - 1 \). It is also not hard to see that \( 2^{-k|\alpha|} P_k D^\alpha f(x) = (-1)^{|\alpha|} (D^\alpha \phi)_k * f(x) \), where \( D^\alpha \phi \in \mathcal{S} \) since \( \phi \in \mathcal{S} \). Therefore
\[
\left\| \left( \sum_{k \in \mathbb{Z}} |2^{-k|\alpha|} P_k D^\alpha f_1 \Lambda_k^{2.m.\alpha} f_2 |^2 \right) \right\|_{L^p} \leq \left\| \sup_{k \in \mathbb{Z}} |(D^\alpha \phi)_k * f_1 | \right\|_{L^{p_1}} \left\| \left( \sum_{k \in \mathbb{Z}} |\Lambda_k^{2.m.\alpha} f_2 |^2 \right) \right\|_{L^{p_1}} \lesssim ||f_1||_{H^p_1} ||f_2||_{H^p_2}.
\]

Note that here we use that \( \frac{n}{n+L} < p_1 \leq 1 \). Then the \( \Lambda_k^{1.m.\beta} f_1 2^{-k|\beta|} P_k D^\beta f_2 \) terms are bounded appropriately by a similar argument and the assumption \( \frac{n}{n+L} < p_2 \leq 1 \).
The $[[\Theta_k^{(m)}]]_{\alpha,\beta}2^{-k|\alpha|}P_kD^\alpha f_12^{-k|\beta|}P_kD^\beta f_2$ terms: For these terms we use the Carleson measure property (2) from Proposition 4.3. Also using Proposition 3.3, it follows that

$$\left\| \sum_{k \in \mathbb{Z}} [[\Theta_k]]_{\alpha,\beta}2^{-k|\alpha|}P_kD^\alpha f_12^{-k|\beta|}P_kD^\beta f_2 \right\|_{L^p} \leq \left\| \sum_{k \in \mathbb{Z}} [[\Theta_k^{(m)}]]_{\alpha,\beta}(D^\alpha \varphi)_k \ast f_1 \right\|_{L^p_{\alpha,\beta}} \left\| \sup_{k \in \mathbb{Z}} |(D^\beta \varphi)_k \ast f_2| \right\|_{L^p_{\alpha,\beta}} \lesssim \|f_1\|_{L^p} \|f_2\|_{L^p}$$

for $0 \leq m \leq L - 1$. In fact, this estimate holds for $p, p_1, p_2$ that range all the way down to zero, but the bounds for the other terms require the assumed lower bounds for $p, p_1, p_2$.

The $[[\Theta_k]]_{0,0}P_kf_1P_kf_2$ term: This term is bounded in the same way as the ones from the previous case. By Proposition 3.3 and the assumed Carleson measure properties for $[[\Theta_k]]_{0,0}$ it follows that

$$\left\| \sum_{k \in \mathbb{Z}} [[\Theta_k]]_{0,0}P_kf_1P_kf_2 \right\|_{L^p_{\alpha,\beta}} \leq \left\| \sum_{k \in \mathbb{Z}} [[\Theta_k]]_{0,0}P_kf_1 \right\|_{L^p_{\alpha,\beta}} \left\| \sup_{k \in \mathbb{Z}} |P_kf_2| \right\|_{L^p_{\alpha,\beta}} \lesssim \|f_1\|_{L^p} \|f_2\|_{L^p}.$$

Therefore the $L^p$ norm of the square function associated to the right hand side of (4.10) is bounded by a constant times $\|f_1\|_{L^p} \|f_2\|_{L^p}$ as desired, and hence $S_\Theta$ is bounded from $L^{p_1} \times L^{p_2}$ into $L^p$.

5. HARDY SPACE BOUNDS FOR SINGULAR INTEGRAL OPERATORS

As described above, we will apply Theorem 2.1 to prove Theorem 2.2. In order to do so, we prove the decomposition result in Theorem 2.3. First we prove a quick lemma that show that if (2.3) holds for $\Psi \in \mathcal{D}_{2L+n}$ as stated, then we can replace $\Psi \in \mathcal{D}_{2L+n}$ by $\varphi \in C_0^\infty$ in (2.3).

**Lemma 5.1.** Assume that $T \in BCZO(M)$ for an integer $M = L(2n + L + 5)/2$ for some integer $L \geq 1$, and that $T$ is bounded from $L^2 \times L^2$ into $L^1$. If $T^*1(x^\alpha, \Psi) = 0$ in $\mathcal{D}'_{|\alpha|}$ for all $\Psi \in \mathcal{D}_{|\alpha|}$, then $T^*1(x^\alpha, \varphi) = 0$ for all $\varphi \in C_0^\infty$. Likewise for $T^*2(\Psi, x^\alpha)$ and $T^*2(\varphi, x^\alpha).

**Proof.** Let $\varphi \in C_0^\infty$ and $\Psi \in \mathcal{D}_{2L+n}$ such that

$$f = \sum_{k \in \mathbb{Z}} \Psi_k \ast f$$

in $L^2$ for $f \in L^2$. Then for $|\alpha| \leq 2L + n$ and $\varphi \in \mathcal{D}_{|\alpha|}$, we have

$$\langle T^*1(x^\alpha, \varphi), \varphi \rangle = \lim_{R \to \infty} \int_{\mathbb{R}^n} T(\varphi, \Psi(x^\alpha) \eta_R(x) dx$$

$$= \lim_{R \to \infty} \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^n} T(\varphi, \Psi_k \ast \varphi) \eta_R(x) dx$$

$$= \sum_{k \in \mathbb{Z}} \lim_{R \to \infty} \int_{\mathbb{R}^n} T(\varphi, \Psi_k \ast \varphi) \eta_R(x) dx = 0.$$
\[ k \in \mathbb{Z} \text{ and } R \text{ for } R \text{ sufficiently large} \text{ such that} \]
\[ \left| \int_{\mathbb{R}^n} T(\phi, \psi_k \ast \varphi)(x) x^\alpha \eta_R(x) dx \right| \leq C_{\phi, T} \| \psi_k \ast \varphi \|_{L^2}. \]

Since \( \psi \in \mathcal{D}_{2L+n} \subset \mathcal{D}_n \), it follows that \( \| \psi_k \ast \varphi \|_{L^2} \lesssim \min(2^{kn/2}, 2^{-kn/2}) \). This estimate is easy when \( k \leq 0 \) since \( \| \psi_k \ast \varphi \|_{L^2} \leq \| \psi_k \|_{L^2} \| \varphi \|_{L^1} \lesssim 2^{kn/2} \). When \( k > 0 \), we use \( \psi \in \mathcal{D}_n \) to conclude that \( |\psi_k \ast \varphi(x)| \lesssim 2^{-nk} \left( \Phi_k^{n+1}(x) + \Phi_0^{n+1}(x) \right) \). Hence for \( k > 0 \), we have
\[ \| \psi_k \ast \varphi \|_{L^2} \lesssim 2^{-nk} (\| \Phi_k^{n+1} \|_{L^2} + \| \Phi_0^{n+1} \|_{L^2}) \lesssim 2^{-nk} \left(2^{nk/2} + 1 \right) \lesssim 2^{-nk/2}. \]
Then the above sum is absolutely convergent, and the proof of the lemma is complete. \( \square \)

**Proof of Theorem 2.3.** Assume that \( T \) and \( \psi \) are as in the statement of Theorem 2.3. Without loss of generality we assume that \( \operatorname{supp}(\psi) \subset B(0, 1) \). To compute the kernel for \( \Theta_k f = Q_k T \), we consider the following decomposition: Let \( \varphi \in C_0^\infty(B(0, 1)) \) with integral 1 such that
\[ \int_{\mathbb{R}^n} \phi(x)x^\alpha dx = 0 \]
for \( 0 < |\alpha| \leq M \). Define \( \tilde{\psi}_k(x) = \varphi_{k+1}(x) - \varphi_k(x) \), and it follows that \( \tilde{\psi} \in \mathcal{D}_M \). Then
\[ \Theta_k (f_1, f_2)(x) = \lim_{R \to \infty} \sum_{\ell_1 = k}^{R-1} \left( T(\tilde{\Omega}_{\ell_1} f_1, P_R f_2), \psi_k^x \right) + \left( T(P_k f_1, P_R f_2), \psi_k^x \right) \]
\[ = \lim_{R \to \infty} \sum_{\ell_1 = k}^{R-1} \sum_{\ell_2 = k}^{R-1} \left( T(\tilde{\Omega}_{\ell_1} f_1, \tilde{\Omega}_{\ell_2} f_2), \psi_k^x \right) + \sum_{\ell_1 = k}^{R-1} \left( T(\tilde{\Omega}_{\ell_1} f_1, P_k f_2), \psi_k^x \right) \]
\[ + \sum_{\ell_2 = k}^{R-1} \left( T(P_k f_1, \tilde{\Omega}_{\ell_2} f_2), \psi_k^x \right) + \left( T(P_k f_1, P_k f_2), \psi_k^x \right) \]
\[ = \lim_{R \to \infty} \int_{\mathbb{R}^n} \left( \sum_{\ell_1 = k}^{R-1} \sum_{\ell_2 = k}^{R-1} \left( I_{\ell_1, \ell_2, k}(x, y_1, y_2) + \sum_{\ell_1 = k}^{R-1} II_{\ell_1, k}(x, y_1, y_2) \right) \right) f_1(y_1) f_2(y_2) dy_1 dy_2 \]
where
\[ I_{\ell_1, \ell_2, k}(x, y_1, y_2) = \left( T(\tilde{\psi}_{\ell_1} y_1, \tilde{\psi}_{\ell_2} y_2), \psi_k^x \right), \quad II_{\ell_2, k}(x, y_1, y_2) = \left( T(\tilde{\psi}_{\ell_1} y_1, \tilde{\psi}_{\ell_2} y_2), \psi_k^x \right), \]
\[ III_{\ell_1, k}(x, y_1, y_2) = \left( T(\tilde{\psi}_{\ell_1} y_1, \varphi_k y_2), \psi_k^x \right), \quad \text{and} \quad IV_k(x, y_1, y_2) = \left( T(\varphi_k y_1, \varphi_k y_2), \psi_k^x \right). \]
To show that $\Theta_k$ satisfies (2.1), we first assume that $|x - y_1| + |x - y_2| > 2^{2-k}$. Without loss of generality, we assume that $\ell_1 \geq \ell_2$. For $|\alpha|, |\beta| \leq L$ we have

$$
\left| D_1^\alpha D_2^\beta I_{\ell_1, \ell_2, k}(x, y_1, y_2) \right| = 2^{\lceil |\alpha| + |\beta| \rceil \ell_2} \left| \int_{\mathbb{R}^3n} \left( K(u, v_1, v_2) - \sum_{|\mu| \leq M-1} \frac{D_1^\mu K(u, v_1, v_2)}{\mu!} (v_1 - y_1)^\mu \right) \right.
$$

$$
\times \left. \left( (D_1^\alpha \psi)_{\ell_1}^y (v_1) (D_2^\beta \psi)_{\ell_2}^y (v_2) \psi_k^x (u) \right) \right| dudv_1 dv_2
$$

$$
\lesssim 2^{\lceil |\alpha| + |\beta| \rceil \ell_2} \int_{\mathbb{R}^3n} \frac{|v_1 - y_1|^M}{(|u - v_1| + |u - v_2|)^2n+M} \left| \left( (D_1^\alpha \psi)_{\ell_1}^y (v_1) (D_2^\beta \psi)_{\ell_2}^y (v_2) \psi_k^x (u) \right) \right| dudv_1 dv_2
$$

$$
\lesssim 2^{-\ell_1 (M-|\alpha| - |\beta|)} \frac{2^{2n+M}}{(1 + 2^k |x - y_1| + 2^k |x - y_2|)^{2n+M}}
$$

$$
\lesssim 2^{(k - \max(\ell_1, \ell_2)) (M - |\alpha| - |\beta|)} 2^{(|\alpha| + |\beta|)k} \Phi_k^{2n+M} (x - y_1, x - y_2).
$$

Then

$$
\sum_{\ell_1 = k}^{\infty} \sum_{\ell_2 = k}^{\infty} \left| D_1^\alpha D_2^\beta I_{\ell_1, \ell_2, k}(x, y_1, y_2) \right|
$$

$$
\lesssim 2^{(|\alpha| + |\beta|)k} \Phi_k^{2n+M} (x - y_1, x - y_2) \sum_{\ell_1 = k}^{\infty} \sum_{\ell_2 = k}^{\infty} 2^{(k - \ell_1) \frac{M-|\alpha| - |\beta|}{2} - (k - \ell_1) \frac{M-|\alpha| - |\beta|}{2}}
$$

$$
\lesssim 2^{(|\alpha| + |\beta|)k} \Phi_k^N (x - y_1, x - y_2).
$$

The second term satisfies a similar estimate

$$
\left| D_1^\alpha D_2^\beta I_{\ell_1, k}(x, y_1, y_2) \right| = 2^{\lceil |\alpha| \rceil \ell_2} \left| \int_{\mathbb{R}^3n} \left( K(u, v_1, v_2) (D_1^\alpha \psi)_{\ell_1}^y (v_1) (D_2^\beta \phi_k^y (v_2) \psi_k^x (u) \right) \right| dudv_1 dv_2
$$

$$
\lesssim 2^{\lceil |\alpha| \rceil \ell_2} \int_{\mathbb{R}^3n} \frac{|v_1 - y_1|^M}{(|u - v_1| + |u - v_2|)^2n+M} \left| \left( (D_1^\alpha \psi)_{\ell_1}^y (v_1) (D_2^\beta \phi_k^y (v_2) \psi_k^x (u) \right) \right| dudv_1 dv_2
$$

$$
\lesssim 2^{(k - \ell_1) (M - |\alpha|)} 2^{(|\alpha| + |\beta|)k} \Phi_k^{2n+M} (x - y_1, x - y_2).
$$

Again summing over $\ell_1 \geq k$, we obtain

$$
\sum_{\ell_1 = k}^{\infty} \left| D_1^\alpha D_2^\beta I_{\ell_1, k}(x, y_1, y_2) \right| \lesssim 2^{(|\alpha| + |\beta|)k} \Phi_k^{2n+M} (x - y_1, x - y_2) \sum_{\ell_1 = k}^{\infty} 2^{(k - \ell_1) (M - |\alpha|)}
$$

$$
\lesssim 2^{(|\alpha| + |\beta|)k} \Phi_k^N (x - y_1, x - y_2).
$$
The third term \(III_{\ell_2,k}(x,y_1,y_2)\) is also bounded by a constant times \(2^{(|\alpha|+|\beta|)k}\Phi_k^N(x-y_1,x-y_2)\) by symmetry. We estimate the last term.

\[
\left|D^\alpha_1 D^\beta_2 IV_k(x,y_1,y_2)\right| = 2^{(|\alpha|+|\beta|)k} \left| \left\langle T((D^\alpha\Phi)^{y_1}_{\ell_1},(D^\beta\Phi)^{y_2}_{\ell_2}),\mathbf{\psi}_k^x \right\rangle \right|
\]

\[
= 2^{(|\alpha|+|\beta|)k} \left| \int_{\mathbb{R}^n} \left( K(u,v_1,v_2) - \sum_{|\mu|\leq M-1} \frac{D^\mu_0 K(x,v_1,v_2)}{\mu!} (u-x)^\mu \right) \times (D^\alpha\Phi)^{y_1}_{\ell_1}(v_1)\Phi^N_k(v_2) \mathbf{\psi}_k^x(u) du dv_1 dv_2 \right|
\]

\[
\lesssim 2^{(|\alpha|+|\beta|)k} \int_{\mathbb{R}^n} \frac{|u-x|^M}{(|x-v_1|+|x-v_2|)^{2n+M}} \left| (D^\alpha\Phi)^{y_1}_{\ell_1}(v_1)\Phi^N_k(v_2) \mathbf{\psi}_k^x(u) \right| du dv_1 dv_2
\]

\[
\lesssim 2^{(|\alpha|+|\beta|)k} \frac{2^{-Mk}}{(2^{-k}+|x-y_1|+|x-y_2|)^{2n+M}} = 2^{(|\alpha|+|\beta|)k}\Phi_k^N(x-y_1,x-y_2).
\]

So we that that \(\theta_k(x,y_1,y_2)\) as given in (5.1) satisfies (2.1) for \(|x-y_1|+|x-y_2| \geq 2^{-k}\). Now we assume that \(|x-y_1|+|x-y_2| \leq 2^{-k}\). In this situation \(2^{kn} \lesssim \Phi_k^N(x-y_1,x-y_2)\), so it is sufficient to prove (2.1) with \(2^{kn}\) in place of \(\Phi_k^N(x-y_1,x-y_2)\). We again use the decomposition in (5.1). To bound \(I_{\ell_1,\ell_2,k}\), we assume without loss of generality that \(\ell_1 \geq \ell_2\). Since we have assumed that \(\langle T(\mathbf{\psi}_1,\mathbf{\psi}_2),u^\alpha \rangle = 0\) for \(|\alpha| \leq 2L+n\), we can write

\[
\left|D^\alpha_1 D^\beta_2 \left\langle T(\mathbf{\psi}_1,\mathbf{\psi}_2),\mathbf{\psi}_k^x \right\rangle \right| \leq |A_{\ell_1,\ell_2,k}(x,y_1,y_2)| + |B_{\ell_1,\ell_2,k}(x,y_1,y_2)|,
\]

where

\[
A_{\ell_1,\ell_2,k}(x,y_1,y_2) = 2^{\ell_1(|\alpha|+\ell_2|\beta|)} \int_{|u-y_1| \leq 2^{1-\ell_1}} T((D^\alpha\Phi)^{y_1}_{\ell_1},(D^\beta\psi)^{y_2}_{\ell_2})(u)
\]

\[
\times \left( \mathbf{\psi}_k^x(u) - \sum_{|\alpha| \leq 2L+n} \frac{D^\alpha\mathbf{\psi}_k^x(y_1)}{\alpha!} (u-y_1)^\alpha \right) du,
\]

\[
B_{\ell_1,\ell_2,k}(x,y_1,y_2) = 2^{\ell_1(|\alpha|+\ell_2|\beta|)} \int_{|u-y_1| > 2^{1-\ell_1}} T((D^\alpha\Phi)^{y_1}_{\ell_1},(D^\beta\psi)^{y_2}_{\ell_2})(u)
\]

\[
\times \left( \mathbf{\psi}_k^x(u) - \sum_{|\alpha| \leq 2L+n} \frac{D^\alpha\mathbf{\psi}_k^x(y_1)}{\alpha!} (u-y_1)^\alpha \right) du.
\]

The \(A_{\ell_1,\ell_2,k}\) term is bounded as follows,

\[
|A_{\ell_1,\ell_2,k}(x,y_1,y_2)| \leq 2^{\ell_1(|\alpha|+\ell_2|\beta|)} \left\| T((D^\alpha\Phi)^{y_1}_{\ell_1},(D^\beta\psi)^{y_2}_{\ell_2}) \cdot \mathcal{X}_{B(y_1,2^{1-\ell_1})} \right\|_{L^1}
\]

\[
\times \left\| \left( \mathbf{\psi}_k^x - \sum_{|\alpha| \leq 2L+n} \frac{D^\alpha\mathbf{\psi}_k^x(y_1)}{\alpha!} (\cdot - y_1)^\alpha \right) \cdot \mathcal{X}_{B(y_1,2^{1-\ell_1})} \right\|_{L^\infty}
\]

\[
\lesssim 2^{\ell_1(|\alpha|+\ell_2|\beta|)2^{1-\ell_1}n/2} \left\| T((D^\alpha\Phi)^{y_1}_{\ell_1},(D^\beta\psi)^{y_2}_{\ell_2}) \right\|_{L^2} 2^{(n+2L+1)(k-\ell_1)2kn}
\]

\[
\lesssim 2^{\ell_1(|\alpha|+\ell_2|\beta|)2^{1-\ell_1}n/2} \left\| (D^\alpha\Phi)^{y_1}_{\ell_1} \right\|_{L^2} \left\| (D^\beta\psi)^{y_2}_{\ell_2} \right\|_{L^2} 2^{(n+2L+1)(k-\ell_1)2kn}
\]

\[
\lesssim 2^{\ell_1(|\alpha|+\ell_2|\beta|)2^{n+2L+1}(k-\ell_1)2^{k\ell_2}n} \lesssim 2^{k(|\alpha|+|\beta|)2^{-k}\max(\ell_1,\ell_2)}.
\]
Let $0 < \delta < 1$. The $B_{\ell_1,\ell_2,k}$ term is bounded using the kernel representation of $T$, which is viable since $|u - y_1| > 2^{1-\ell_1}$ implies $u \notin \text{supp}(\psi_{\ell_1})$. Since $\psi_{\ell_1} \in D_{2L}$, we have

\[
|B_{\ell_1,\ell_2,k}(x,y_1,y_2)| = 2^\ell_1|\alpha| + 2^\ell_2|\beta| \int_{|u-y_1| > 2^{1-\ell_1}} \int_{\mathbb{R}^{2n}} K(u,v_1,v_2) (D^{\alpha} \psi_{\ell_1})(v_1) (D^{\beta} \psi_{\ell_2})(v_2) dv_1 v_2
\]

\[
\times \left( \psi_k^*(u) - \sum_{|\alpha| \leq 2L+n} \frac{D^\alpha \psi_k^*(y_1)}{\alpha!} (u-y_1)^\alpha \right) du
\]

\[
= 2^\ell_1|\alpha| + 2^\ell_2|\beta| \int_{|u-y_1| > 2^{1-\ell_1}} \int_{\mathbb{R}^{2n}} \left( K(u,v_1,v_2) - \sum_{|\mu| \leq 2L} \frac{K(u,y_1,v_2)}{\mu!} (v_1 - y_1)^\mu \right)
\]

\[
\times \left( (D^{\alpha} \psi_{\ell_1})(v_1) (D^{\beta} \psi_{\ell_2})(v_2) dv_1 v_2
\]

\[
\times \left( \psi_k^*(u) - \sum_{|\alpha| \leq 2L+n} \frac{D^\alpha \psi_k^*(y_1)}{\alpha!} (u-y_1)^\alpha \right) du
\]

\[
\lesssim 2^\ell_1|\alpha| + 2^\ell_2|\beta| \sum_{m=1}^\infty \int_{2m-\ell_1 < |u-y_1| \leq 2^{m+1-\ell_1}} \int_{\mathbb{R}^{2n}} \left[ \frac{|v_1 - y_1|^{2L+1}}{2^{(2n+2L+1)(m-\ell_1)}} \right] dv_1 v_2
\]

\[
\times \left[ |(D^{\alpha} \psi_{\ell_1})(v_1) (D^{\beta} \psi_{\ell_2})(v_2)| \psi_k^*(u) - \sum_{|\alpha| \leq 2L+n} \frac{D^\alpha \psi_k^*(y_1)}{\alpha!} (u-y_1)^\alpha \right] du dv_1 v_2
\]

\[
\lesssim 2^\ell_1|\alpha| + 2^\ell_2|\beta| \sum_{m=1}^\infty \frac{2^{-2L+1}2^{(2n+2L+1)(m-\ell_1)}}{2^{(2n+2L+1)(m-\ell_1)}} 2^{2L+2L+\delta}(k+1)
\]

\[
\lesssim 2^\ell_1|\alpha| + 2^\ell_2|\beta| 2L(\delta + \ell_1) 2^{\delta(k-\ell_1)} 2^{2kn} \sum_{m=1}^\infty 2^{-2L+1}2^{(2n+2L+1)(m-\ell_1)}
\]

\[
\lesssim 2^\ell_1|\alpha| + 2^\ell_2|\beta| 2^{\delta(k-\ell_2)} 2^{2kn}
\]

Recall that by symmetry, we assume that $\ell_1 \geq \ell_2$, so $2^{\delta(k-\ell_2)} = 2^{\delta(k-\max(\ell_1,\ell_2))}$. It follows that

\[
\sum_{\ell_1=k+1}^{R-1} \sum_{\ell_2=k+1}^{R-1} |D^\alpha D^\beta I_{\ell_1,\ell_2,k}(x,y_1,y_2)| \lesssim 2^{k(|\alpha|+|\beta|)} 2^{2kn} \sum_{\ell_1,\ell_2 > k} 2^{\delta(k-\max(\ell_1,\ell_2))} \lesssim 2^{k(|\alpha|+|\beta|)} 2^{2kn}
\]

for all $|\alpha|, |\beta| \leq L$. The estimate for $II_{\ell_1,\ell_2,k}$ is obtained by essentially the same argument. That is, we estimate $II_{\ell_2,k}$ in the following way using the hypothesis $\left( T(\psi_{\ell_1}^*, \psi_{\ell_2}^*), x^\mu \right) = 0$ for $|\mu| \leq 2L+n$,

\[
|D^\beta D^\alpha \left( T(\psi_{\ell_1}^*, \psi_{\ell_2}^*), \psi_k^* \right)| \leq |A_{\ell_2,k}(x,y_1,y_2)| + |B_{\ell_2,k}(x,y_1,y_2)|,
\]

where

\[
A_{\ell_2,k}(x,y_1,y_2) = 2^{k(|\alpha|+|\beta|)} \int_{|u-y_1| \leq 2^{1-\ell_2}} T((D^\alpha \phi_{\ell_1}^*), (D^\beta \psi_{\ell_2}^*))(u)
\]

\[
\times \left( \psi_k^*(u) - \sum_{|\alpha| \leq 2L+n} \frac{D^\alpha \psi_k^*(y_1)}{\alpha!} (u-y_1)^\alpha \right) du
\]
and
\[
B_{\ell_2, k}(x, y_1, y_2) = 2^{k(|\alpha| + \ell_2 |\beta|)} \int_{|u - y_1| > 2^{1 - \ell_2}} T((D^\alpha \varphi)^{y_1}_{k}, (D^{\beta} \varphi)^{y_2}_{\ell_2})(u) \times \left( \psi_k^{\ell_1}(u) - \sum_{|\alpha| \leq 2L+n} \frac{D^\alpha \psi_k^{\ell_1}(y)}{\alpha!} (u - y_1)^\alpha \right) du.
\]

By the argument above, we obtain the estimate
\[
\sum_{\ell_2 = k+1}^{R-1} \left| D^\alpha D_2^\beta I_{\ell_2, k}(x, y_1, y_2) \right| \lesssim 2^{k(|\alpha| + |\beta|) + 2kn} \sum_{\ell_2 > k} 2^{\delta(k - \ell_2)} \lesssim 2^{k(|\alpha| + |\beta|) + 2kn}.
\]

A similar argument can be applied to \(III_{\ell_1, k}\) as well. The estimate for \(IV_k\) trivially follows from the \(L^2 \times L^2\) to \(L^1\) boundedness of \(T\),
\[
|D^\alpha D_2^\beta T(\varphi^{y_1}_k, \varphi^{y_2}_k, \psi^{\ell_1}_k)| = 2^{k(|\alpha| + |\beta|)} \left| T((D^\alpha \varphi)^{y_1}_k, (D^{\beta} \varphi)^{y_2}_k, \psi^{\ell_1}_k) \right| \lesssim 2^{k(|\alpha| + |\beta|) + 2nk}.
\]

Therefore all of the sums on the right hand side of (5.1) converge absolutely, and hence
\[
\Theta_k(x, y_1, y_2) = \sum_{\ell_1=k}^\infty \sum_{\ell_1=k}^{\infty} I_{\ell_1, \ell_2, k}(x, y_1, y_2) + \sum_{\ell_2=k}^\infty III_{\ell_2, k}(x, y_1, y_2) + \sum_{\ell_1=k}^{\infty} III_{\ell_1, k}(x, y_1, y_2) + IV_k(x, y_1, y_2)
\]
satisfies (2.1). Hence \(\{\Theta_k\} = \{Q_k T\} \in BLPSO(N, L)\).

The proof of Theorem 2.2 follows immediately from Theorems 2.1 and 2.3.

6. Applications to Paraproduct

6.1. Bilinear Bony Paraproducts. Let \(b \in BMO\), and recall the bilinear Bony paraproduct
\[
\Pi_b(f_1, f_2)(x) = \sum_{j \in \mathbb{Z}} Q_j (Q_j b \cdot P_j f_1 \cdot P_j f_2)(x)
\]

Now we prove Theorem 2.4

Proof. It is easily shown that \(\Pi_b \in BCZO(M)\) for all \(M \in \mathbb{N}\). So it is sufficient to show conditions (2.3) and (2.4) from Theorem 2.2. We first show (2.3). For \(f_1 \in \mathcal{D}_{2L+n}, f_2 \in \mathcal{D}_{|\alpha|}\), and \(|\alpha| \leq 2L+n\)
\[
\langle \Pi_b(f_1, f_2), x^\alpha \rangle = \lim_{R \to \infty} \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} Q_j b(u) P_j f_1(u) P_j f_2(u) Q_j(\eta R x^\alpha)(u) du
\]
\[
= \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} Q_j b(u) P_j f_1(u) P_j f_2(u) Q_j(x^\alpha)(u) du = 0,
\]
and likewise $\langle \Pi_b(f_2, f_1), x^{\alpha} \rangle = 0$. The $BMO_{(|\alpha|, |\beta|)}$ conditions in (2.4) are more difficult to verify, but hold nonetheless. For $|\alpha|, |\beta| \leq L - 1$, we first compute

$$
2^{k(|\alpha|+|\beta|)}Q_k[[\Pi_b]]_{\alpha, \beta}(x) = 2^{k(|\alpha|+|\beta|)} \langle [[\Pi_b]]_{\alpha, \beta}, \psi_k^2 \rangle 
= \lim_{R \to \infty} 2^{k(|\alpha|+|\beta|)} \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} \psi_j(u-v)Q_jb(v)\varphi_j(v-y_1)\varphi_j(v-y_2)\eta_R(y_1)\eta_R(y_2) \times (u-y_1)^\beta(u-y_2)^\beta\psi_k^2(u)du dv dy_1 dy_2 
= \lim_{R \to \infty} \sum_{\mu \leq |\alpha|, \nu \leq |\beta|} c_{\alpha, \mu}c_{\beta, \nu}2^{k(|\alpha|+|\beta|)} \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} \psi_j(u-v)Q_jb(v)\varphi_j(v-y_1)\varphi_j(v-y_2)\eta_R(y_1)\eta_R(y_2) \times (u-v)^{\mu+v}(v-y_1)^{\alpha-\mu}(v-y_2)^{\beta-v}\psi_k^2(u)du dv dy_1 dy_2 
= \sum_{\mu \leq |\alpha|, \nu \leq |\beta|} c_{\alpha, \mu}c_{\beta, \nu}C_{\alpha-\mu}C_{\beta-\nu}2^{(k-j)(|\alpha|+|\beta|)} \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} \psi_j^{(\mu+v)}(u-v)Q_jb(v)\psi_k^2(u)du dv 
= \sum_{\mu \leq |\alpha|, \nu \leq |\beta|} c_{\alpha, \mu}c_{\beta, \nu}C_{\alpha-\mu}C_{\beta-\nu}W_k*(T_{V^{(\mu+v)}}b)(x),
$$

where $c_{\alpha, \mu}$ are binomial coefficients, $C_{\mu} = \int_{\mathbb{R}^n} \varphi(x)x^\mu dx$, and $V$, $W$, and $T_V$ are defined via $\hat{V^{(\mu+v)}}(\xi) = |\xi|^{\alpha+|\beta|}\hat{\psi}(\xi)\hat{\psi}(\xi)$, $\hat{W}(\xi) = |\xi|^{-(\alpha+|\beta|)}\hat{\psi}(\xi)$, $V^{(\mu+v)}(x) = 2^{jn}V^{(\mu+v)}(2^jx)$, $W_j(x) = 2^{jn}W(2^jx)$, and

$$
T_{V^{(\mu+v)}}f(x) = \sum_{j \in \mathbb{Z}} V^{(\mu+v)}_j * f(x).
$$

This is verified by the following computation.

$$
2^{(k-j)(|\alpha|+|\beta|)}f \left[ Q_kQ_j^{(\mu+v)}(x) f \right] (\xi) = 2^{(k-j)(|\alpha|+|\beta|)}\hat{\psi}(2^{-k}\xi)\hat{\psi}^{(\mu+v)}(2^{-j}\xi)\hat{\psi}^{(\mu+v)}(2^{-j}\xi)\hat{\psi}(\xi) 
= (2^{-k}\xi)^{-|\alpha|+|\beta|}(2^{-j}\xi)^{\alpha+|\beta|}\hat{\psi}(2^{-k}\xi)\hat{\psi}^{(\mu+v)}(2^{-j}\xi)\hat{\psi}^{(\mu+v)}(2^{-j}\xi)\hat{\psi}(\xi) 
= \hat{W}(2^{-k}\xi)\hat{V^{(\mu+v)}}(2^{-j}\xi)\hat{V}(\xi) 
= \hat{f} \left[ W_k * V^{(\mu+v)} * f \right] (\xi).
$$

It was shown in [35] that $T_{V^{(\mu+v)}}$ is bounded on $BMO$. Then $T_{V^{(\mu+v)}}b \in BMO$ with $\|T_{V^{(\mu+v)}}b\|_{BMO} \lesssim \|b\|_{BMO}$, and

$$
\sum_{k \in \mathbb{Z}} 2^{2k(|\alpha|+|\beta|)}|Q_k[[\Pi_b]]_{\alpha, \beta}(x)|^2 \delta_{l=2^{-k}} dx 
= \sum_{k \in \mathbb{Z}} \sum_{\mu \leq |\alpha|, \nu \leq |\beta|} c_{\alpha, \mu}c_{\beta, \nu}C_{\alpha-\mu}C_{\beta-\nu}W_k*(T_{V^{(\mu+v)}}b)(x) \cdot \delta_{l=2^{-k}} dx
$$

is a Carleson measure since $T_{V^{(\mu+v)}}b \in BMO$ and $W_k(x) = 2^{k\alpha}W(2^kx)$ has integral zero. $\square$
6.2. **Product Function Paraproducts.** Now we prove Theorem 2.5. First recall the definition of $\Pi(f_1, f_2)$.

$$
\Pi(f_1, f_2) = \sum_{k \in \mathbb{Z}} \Pi_k(f_1, f_2), \quad \text{where} \quad \Pi_k(f_1, f_2) = Q_k(P_k f_1 \cdot P_k f_2).
$$

**Proof of Theorem 2.5.** It is easy to verify that $\Pi \in BCZO(M)$ for all $M \geq 1$. Then to show that $\Pi$ is bounded as described in Theorem 2.5, it is sufficient to show (2.3) and (2.4) from Theorem 2.2. The kernel of $\Pi_k$ is given by

$$
\pi_k(x, y_1, y_2) = \int_{\mathbb{R}^n} \psi_k(x - u) \varphi_k(u - y_1) \varphi_k(u - y_2) du.
$$

We first prove (2.3); for $\alpha \in \mathbb{N}_0^n$, $f_1 \in D_{|\alpha|}$, and $f_2 \in D_{2L+n}$, we have

$$
\langle \Pi(f_1, f_2), x^\alpha \rangle = \lim_{R \to \infty} \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^{2n}} \psi_k(x - u) \varphi_k(u - y_1) \varphi_k(u - y_2) f_1(y_1)f_2(y_2) \eta_R(x) x^\alpha du dx dy_1 dy_2
$$

$$
= \lim_{R \to \infty} \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^{2n}} \varphi_k(u - y_1) \varphi_k(u - y_2) f_1(y_1)f_2(y_2) \left( \int_{\mathbb{R}^n} \psi_k(x - u) \eta_R(x) x^\alpha dx \right) du dy_1 dy_2 = 0
$$

To prove (2.4), let $\alpha, \beta \in \mathbb{N}_0^n$ and $f \in D_{|\alpha| + |\beta|}$. It follows that

$$
\langle [\Pi]_{\alpha, \beta}, f \rangle = \lim_{R \to \infty} \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^{2n}} \psi_k(x - u) \varphi_k(u - y_1) \varphi_k(u - y_2) \eta_R(y_1) \eta_R(y_2)
$$

$$
\times (x - y_1)^\alpha (x - y_2)^\beta f(x) du dx dy_1 dy_2
$$

$$
= \lim_{R \to \infty} \sum_{k \in \mathbb{Z}} \sum_{\mu_1 + \nu_1 = \alpha} \sum_{\mu_2 + \nu_2 = \beta} c_{\mu_1, \nu_1} c_{\mu_2, \nu_2} \int_{\mathbb{R}^{2n}} \psi_k(x - u) \varphi_k(u - y_1) \varphi_k(u - y_2) \eta_R(y_1) \eta_R(y_2)
$$

$$
\times (x - u)^{\mu_1} (u - y_1)^{\nu_1} (x - u)^{\mu_2} (u - y_2)^{\nu_2} f(x) du dx dy_1 dy_2
$$

$$
= \lim_{R \to \infty} \sum_{k \in \mathbb{Z}} \sum_{\mu_1 + \nu_1 = \alpha} \sum_{\mu_2 + \nu_2 = \beta} c_{\mu_1, \nu_1} c_{\mu_2, \nu_2} \int_{\mathbb{R}^{2n}} \psi_k(x - u) (x - u)^{\mu_1} (u - y_2)^{\nu_2} \eta_R(y_1) dy_1
$$

$$
\times \left( \int_{\mathbb{R}^n} \psi_k(u - y_1) (u - y_1)^{\nu_1} \eta_R(y_1) dy_1 \right)
$$

$$
\times \left( \int_{\mathbb{R}^n} \psi_k(u - y_2) (u - y_2)^{\nu_2} \eta_R(y_2) dy_2 \right) du dx
$$

$$
= \sum_{k \in \mathbb{Z}} \sum_{\mu_1 + \nu_1 = \alpha} \sum_{\mu_2 + \nu_2 = \beta} c_{\mu_1, \nu_1} c_{\mu_2, \nu_2} C_1 C_2 \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \psi_k(u) u^{\mu_1 + \mu_2} du \right) f(x) dx = 0.
$$

Here we define $C_\nu$ for $\nu \in \mathbb{N}_0^n$

$$
C_\nu = \int_{\mathbb{R}^n} \varphi(x) x^\nu dx,
$$

and $c_{\nu, \mu}$ are binomial coefficients. Therefore $\Pi$ is bounded from $H^{p_1} \times H^{p_2}$ into $H^p$ for all $\frac{n}{2n + L} < p \leq 1$ and $\frac{n}{n + L} < p_1, p_2 \leq 1$, as in the statement of Theorem 2.5. \(\square\)
6.3. **Molecular Paraproducts.** Finally, we address the paraproducts in Theorem 2.6. Recall the paraproduct operators

\[ T(f_1, f_2)(x) = \sum_Q |Q|^{-1/2} \langle f_1, \phi_Q^1 \rangle \langle f_2, \phi_Q^2 \rangle \phi_Q^3(x), \]

where \( \phi_Q^1, \phi_Q^2, \phi_Q^3 \) are \((M,N)\)-smooth molecules indexed by dyadic cubes.

**Proof of Theorem 2.6.** It is easy to see that \( T \in BCZO(M) \) and is bounded from \( L^2 \times L^2 \) into \( L^1 \), which was proved in [2]. So we must verify conditions (2.3) and (2.4) of Theorem 2.2. As was shown in [2], the kernel of \( T \) is

\[ K(x, y_1, y_2) = \sum_Q |Q|^{-1/2} \phi_Q^1(y_1) \phi_Q^2(y_2) \phi_Q^3(x). \]

For \( f_1 \in D_{|\alpha|} \) and \( f_2 \in D_{2L+n} \) with \(|\alpha| \leq L\), we have

\[ \langle T(f_1, f_2), x^\alpha \rangle = \lim_{R \to \infty} \sum_Q |Q|^{-1/2} \langle f_1, \phi_Q^1 \rangle \langle f_2, \phi_Q^2 \rangle \langle \phi_Q^3, x^\alpha \rangle \eta_R(x) \]

\[ = \sum_Q |Q|^{-1/2} \langle f_1, \phi_Q^1 \rangle \langle f_2, \phi_Q^2 \rangle \int_{\mathbb{R}^n} \phi_Q^3(x) x^\alpha dx = 0. \]

It is not hard to show that this series is absolutely summable independent of \( R \) when \( f_1 \in D_{|\alpha|} \) and \( f_2 \in C_0^\infty \); hence we can bring the limit in \( R \) inside the sum. A similar computation shows that \( \langle T(f_1, f_2), x^{\alpha} \rangle = 0 \) for \( f_1 \in D_{2L+n} \) and \( f_2 \in D_{|\alpha|} \). To show (2.4), we first verify that we can use an alternate formula to compute \([T]_{\alpha, \beta}\). For \( \alpha, \beta \in \mathbb{N}_0^n \) with \(|\alpha| + |\beta| \leq L - 1 \) and \( \psi \in D_{|\alpha| + |\beta|} \), fix \( R_0 \) large enough so that \( \text{supp}(\psi) \subset B(0, R_0/4) \). Then for \( S, R > R_0 \), we have

\[ \int_{\mathbb{R}^{3n}} \mathcal{K}(x, y_1, y_2)(x - y_1)^\alpha(x - y_2)^\beta \psi(x) dx \]

\[ = \int_{\mathbb{R}^{3n}} K(x, y_1, y_2)(x - y_1)^\alpha(x - y_2)^\beta (\eta_R(y_1) \eta_S(y_2) - \eta_R(y_1) \eta_R(y_1)) \psi(x) dx \]

\[ + \int_{\mathbb{R}^{3n}} \mathcal{K}(x, y_1, y_2)(x - y_1)^\alpha(x - y_2)^\beta \eta_R(y_1) \eta_S(y_2) \psi(x) dx, \]

where the integrand of the first integral is bounded by an \( L^1(\mathbb{R}^{3n}) \) function independent of both \( R \) and \( S \). Then the limit as \( S, R \to \infty \) exists (as a two dimensional limit), and

\[ \lim_{R \to \infty} \lim_{S \to \infty} \int_{\mathbb{R}^{3n}} \mathcal{K}(x, y_1, y_2)(x - y_1)^\alpha(x - y_2)^\beta \psi(x) dx dy_1 dy_2 = \langle [T]_{\alpha, \beta}, \psi \rangle. \]

Therefore

\[ \langle [T]_{\alpha, \beta}, \psi \rangle = \lim_{R \to \infty} \sum_{S \to \infty} |S|^{-1/2} \int_{\mathbb{R}^n} \phi_Q^1(y_1)(x - y_1)^\alpha \eta_S(y_1) \phi_Q^2(y_2)(x - y_2)^\beta \eta_R(y_2) \phi_Q^3(x) \psi(x) dx dy_1 dy_2 \]

\[ = \lim_{R \to \infty} \sum_{Q} |Q|^{-1/2} \left( \int_{\mathbb{R}^n} \phi_Q^1(y_1)(x - y_1)^\alpha dy_1 \right) \phi_Q^2(y_2)(x - y_2)^\beta \eta_R(y_2) \phi_Q^3(x) \psi(x) dy_2 dx = 0. \]

Then we apply Theorem 2.2 to complete the proof. \( \square \)
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