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#### Abstract

We prove that the Heisenberg Riesz transform is unbounded in $L_{2}$ on a family of intrinsic Lipschitz graphs in the first Heisenberg group $\mathbb{H}$. We construct this family by combining a method from [NY20] with a stopping time argument, and we establish the $L_{2}-$ unboundedness of the Riesz transform by introducing several new techniques to analyze singular integrals on intrinsic Lipschitz graphs. These include a formula for the Riesz transform in terms of a singular integral on a vertical plane and bounds on the flow of singular integrals that arises from a perturbation of a graph. On the way, we use our construction to show that the strong geometric lemma fails in $\mathbb{H}$ for all exponents in $[2,4)$.

Our results contrast with two fundamental results in Euclidean harmonic analysis and geometric measure theory: Lipschitz graphs in $\mathbb{R}^{n}$ satisfy the strong geometric lemma, and the $m$-Riesz transform is $L_{2}{ }^{-}$ bounded on $m$-dimensional Lipschitz graphs in $\mathbb{R}^{n}$ for $m \in(0, n)$.
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## 1. Introduction

Given a Radon measure $\nu$ in $\mathbb{R}^{n}$, the $m$-dimensional Riesz transform is formally defined by

$$
T^{m} \nu(x)=\int R_{m}(x-y) \mathrm{d} \nu(y)
$$

where $R_{m}(x)=x|x|^{-m-1}$ is the $m$-dimensional Riesz kernel. If $\Gamma \subset \mathbb{R}^{n}$ is an $m$-dimensional Lipschitz graph and $\nu_{\Gamma}=\left.\mathcal{H}^{m}\right|_{\Gamma}$ is the restriction of the $m$-dimensional Hausdorff measure on $\Gamma$, then

$$
f \mapsto T^{m}\left[f \mathrm{~d} \nu_{\Gamma}\right]
$$

defines a bounded operator in $L_{2}(\Gamma):=L_{2}\left(\left.\mathcal{H}^{m}\right|_{\Gamma}\right)$. This fundamental result was first obtained by Calderon in [Cal77] for 1-dimensional Lipschitz graphs in the complex plane with sufficiently small Lipschitz constant. (In this case the 1 -dimensional Riesz kernel $R_{1}$ essentially coincides with the Cauchy kernel $k(z)=z^{-1}, z \in \mathbb{C}$.) The restriction on the Lipschitz constant was removed a few years later by Coifman, McIntosh and Meyer [CMM82]. Finally, Coifman, David and Meyer [CDM83] proved that $T^{m}$ is bounded in $L_{2}(\Gamma)$ for all $m$-dimensional Lipschitz graphs $\Gamma$ by showing that the $m$ dimensional case can be reduced to the 1 -dimensional case via the method of rotations.

The $L_{2}$-boundedness of Riesz transforms on Lipschitz graphs has been pivotal for the research program which started in the early 80s with the aim of relating the analytic behavior of singular integrals on subsets of $\mathbb{R}^{n}$ to the geometric structure of these sets. In particular, David and Semmes [DS93, DS91] developed the theory of uniform rectifiability hoping to characterize the $m$-Ahlfors regular sets $E \subset \mathbb{R}^{n}$ on which the Riesz transforms $T^{m}, m \in$ $(0, n)$, are bounded in $L_{2}(E)$; uniformly rectifiable sets can be built out of Lipschitz graphs and can be approximated by Lipschitz graphs at most locations and scales. David proved in [Dav88] that if $E$ is $m$-uniformly rectifiable then $T^{m}$ is bounded in $L^{2}(E)$. He and Semmes [DS91] conjectured that the converse is also true. That is, if $E$ is an $m$-Ahlfors regular set such
$T^{m}$ is bounded in $L^{2}(E)$ then $E$ is $m$-uniformly rectifiable. The conjecture was proved by Mattila, Melnikov and Verdera in [MMV96] for $m=1$ and by Nazarov, Tolsa and Volberg [NTV14a] for $m=n-1$. It remains open for integers $m \in(1, n-1)$.

Riesz transforms have also played a crucial role in characterizing removable sets for Lipschitz harmonic functions. A compact set $E \subset \mathbb{R}^{n}$ is removable for Lipschitz harmonic functions if whenever $U \supset E$ is open and $f: U \rightarrow \mathbb{R}$ is Lipschitz and harmonic in $U \backslash E$, then $f$ is harmonic in $U$. Uy [Uy80] showed that if $\mathcal{H}^{n-1}(E)=0$ then $E$ is removable, while $\operatorname{dim}_{H}(E)>n-1$ implies that $E$ is not removable.

Characterizing the removable sets $E$ with $\mathcal{H}^{n-1}(E)>0$ involves the Riesz transform $T^{n-1}$. If $E$ is $(n-1)$-upper regular and $T^{n-1}$ is bounded on $L_{2}(E)$ then $E$ is not removable for Lipschitz harmonic functions, see [MP95, Theorem 4.4]. On the other hand, if $\mathcal{H}^{n-1}(E)<\infty$ and $E$ is not removable for Lipschitz harmonic functions, then there exists some Borel set $F \subset E$ with $\mathcal{H}^{n-1}(F)>0$ such that $T^{n-1}$ is bounded in $L_{2}(F)$, see [Vol03].

Due to important contributions from several people it is now known that a compact set $E \subset \mathbb{R}^{n}$ with $\mathcal{H}^{n-1}(E)>0$ is removable for Lipschitz harmonic functions if and only if $E$ is purely $(n-1)$-unrectifiable, that is, $E$ intersects every $\mathcal{C}^{1}$ hypersurface in a set of vanishing $(n-1)$-dimensional Hausdorff measure. One of the key ingredients in the proof of the "only if" direction is the $L_{2}(\Gamma)$-boundedness of $T^{n-1}$ for Lipschitz graphs of codimension 1. The harder "if" direction was proved by David and Mattila [DM00] (for $n=2$ ), and Nazarov, Tolsa and Volberg [NTV14a, NTV14b] for $n \geq 3$. We also mention that the $L_{2}$-boundedness of the Cauchy transform/1-dimensional Riesz transform was the key tool in geometrically characterizing removable sets for bounded analytic functions, see [Tol14, Ver22] for the long and interesting history of this problem.

There is a natural analogue of the codimension-1 Riesz kernel in the Heisenberg group $\mathbb{H}$. Recall that in $\mathbb{R}^{n}$ the Riesz kernel $R_{n-1}(x):=x|x|^{-n}$ is a constant multiple of the gradient of the fundamental solution of the Laplacian. Sub-Riemannian analogues of the Laplacian, known as sub-Laplacians, have been extensively studied in Carnot groups and sub-Riemannian manifolds since the early 70s and the works of Stein, Folland, and others [FS82, Fol73, Fol73]. A thorough treatment of this fully-fledged theory can be found in [BLU07]. In particular, the (canonical) sub-Laplacian in $\mathbb{H}$ is defined as

$$
\Delta_{\mathbb{H}}=X_{\mathrm{L}}^{2}+Y_{\mathrm{L}}^{2},
$$

where

$$
X_{\mathrm{L}} f(h):=\frac{\partial f}{\partial x}(h)-\frac{1}{2} y(h) \frac{\partial f}{\partial z}(h) \text { and } Y_{\mathrm{L}} f(h):=\frac{\partial f}{\partial y}(h)+\frac{1}{2} x(h) \frac{\partial f}{\partial z}(h)
$$

are the left invariant vector fields which generate the horizontal distribution in $\mathbb{H}$. By a classical result of Folland [Fol73], see also [BLU07, Example 5.4.7], the fundamental solution of $\Delta_{\mathbb{H}}$ is $\|\cdot\|_{\text {Kor }}^{-2}$ where $\|\cdot\|$ is the Koranyi
norm in $\mathbb{H}$. One then defines the Heisenberg Riesz kernel in $\mathbb{H}$ as

$$
\mathrm{R}(x):=\frac{\nabla_{\mathrm{H}}\|x\|_{\mathrm{Kor}}^{-2}}{2}=\left(\frac{x\left(x^{2}+y^{2}\right)-4 y z}{\|v\|_{\mathrm{Kor}}^{6}}, \frac{y\left(x^{2}+y^{2}\right)+4 x z}{\|v\|_{\mathrm{Kor}}^{6}}\right),
$$

where $\nabla_{\mathbb{H}} f=\left(X_{\mathrm{L}} f, Y_{\mathrm{L}} f\right)$ is the horizontal gradient in $\mathbb{H}$. We note that R is a smooth, (-3)-homogenous, Calderón-Zygmund kernel, see Section 2.2 for more details.

Given a Radon measure in $\mathbb{H}$, the corresponding Heisenberg Riesz transform is the convolution-type singular integral formally defined by

$$
T^{\mathrm{R}} \nu(p)=\int \mathrm{R}\left(y^{-1} p\right) \mathrm{d} \nu(y) .
$$

It is natural to ask whether this transform is related to rectifiability and uniform rectifiability in the same way that the Euclidean Riesz transform is, and to describe the sets $E \subset \mathbb{H}$ such that $T^{R}$ is bounded in $L_{2}(E):=$ $L_{2}\left(\left.\mathcal{H}^{3}\right|_{E}\right)$, where $E \subset \mathbb{H}$ and $\mathcal{H}^{3}$ is the 3-dimensional Hausdorff measure induced by the metric $d(x, y)=\left\|x^{-1} y\right\|_{\text {Kor }}$.

The first difficulty in this project is defining analogues of Lipschitz graphs in $\mathbb{H}$. Unlike the Euclidean case, we cannot define Lipschitz graphs as the images of Lipschitz maps from $\mathbb{R}^{2}$ to $\mathbb{H}$ or $\mathbb{R}^{3}$ to $\mathbb{H}$; by a result of Ambrosio and Kirchheim [AK00], $\mathcal{H}^{3}\left(f\left(\mathbb{R}^{3}\right)\right)=0$ for all Lipschitz functions $f: \mathbb{R}^{3} \rightarrow \mathbb{H}$. Franchi, Serapioni and Serra Cassano [FSSC06] introduced an intrinsic notion of Lipschitz graphs in Carnot groups which has been very influential in the development of sub-Riemannian geometric measure theory, see e.g. [SC16, Mat23] and the references therein. Intrinsic Lipschitz graphs satisfy a cone condition which will be defined in Section 2.3. Moreover, they are 3-Ahlfors regular and thus the question of the $L_{2}$-boundedness of the Heisenberg Riesz transform on intrinsic Lipschitz graphs makes sense.

Indeed, if $\Gamma$ is an intrinsic Lipschitz graph of a bounded function and $\nu_{\Gamma}=\left.\mathcal{H}^{3}\right|_{\Gamma}$ the double truncations

$$
T_{r, R}^{\mathrm{R}}\left[f \mathrm{~d} \nu_{\Gamma}\right](p):=\int_{B(p, R) \backslash B(p, r)} \mathrm{R}\left(y^{-1} p\right) f(y) \mathrm{d} \nu_{\Gamma}(y)
$$

are well defined for $f \in L_{2}(\Gamma), x \in \Gamma$ and $0<r<R<\infty$. As usual, we do not know a priori that the principal values

$$
T^{\mathrm{R}}\left[f \mathrm{~d} \nu_{\Gamma}\right](p)=\operatorname{pv} \cdot(p) \int \mathrm{R}\left(y^{-1} p\right) f(y) \mathrm{d} \nu_{\Gamma}(y):=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} T_{r, R}^{\mathrm{R}}\left[f \nu_{\Gamma}\right](p)
$$

exist for $\mathcal{H}^{3}$-a.e. $p \in \Gamma$, so we say that the Heisenberg Riesz transform $T^{\mathrm{R}}$ is bounded in $L_{2}(\Gamma)$ if the truncations $T_{r, R}^{\mathrm{R}}$ are uniformly bounded in $L_{2}(\Gamma)$; that is if there exists some $C>0$ such that

$$
\left\|T_{r, R}^{\mathrm{R}}\left[f \mathrm{~d} \nu_{\Gamma}\right]\right\|_{L_{2}(\Gamma)} \leq C\|f\|_{L_{2}(\Gamma)}
$$

for all $f \in L_{2}(\Gamma)$ and $0<r<R<\infty$.
The question of the boundedness of the Heisenberg Riesz transform was first discussed in [CM14], where it was noted that the Heisenberg Riesz
transform is $L_{2}$-bounded on the simplest examples of intrinsic Lipschitz graphs: the vertical planes (planes in $\mathbb{H}$ which contain the center $\langle Z\rangle=$ $\{(0,0, z): z \in \mathbb{R}\})$. Recently, some partial results provided hope that, as in the Euclidean case, the Heisenberg Riesz transform might be $L_{2}$-bounded on intrinsic Lipschitz graphs. First, in [CFO19a] it was shown that any $\mathbb{H}$-odd, 3-dimensional Calderón-Zygmund kernel (in particular the Heisenberg Riesz kernel) defines an $L_{2}$-bounded singular integral on compactly supported intrinsic $C^{1, \alpha}$ graphs. Later, this was generalized in [FO21] for the Heisenberg Riesz transform, where it was shown that the Heisenberg Riesz transform is also $L_{2}$-bounded on intrinsic Lipschitz graphs which satisfy certain vertical regularity conditions. As a corollary, it is $L_{2}$-bounded on sets of the form $\Gamma_{\mathbb{R}^{2}} \times \mathbb{R} \subset \mathbb{H}$ where $\Gamma_{\mathbb{R}^{2}}$ is a Euclidean Lipschitz graph in $\mathbb{R}^{2}$.

In this paper we prove that, surprisingly and unlike the Euclidean case, $T^{\mathrm{R}}$ is not $L_{2}$-bounded on certain intrinsic Lipschitz graphs.

Theorem 1.1. There exists a compactly supported intrinsic Lipschitz graph $\Gamma$ such that the Heisenberg Riesz transform is unbounded in $L_{2}(\Gamma)$.

We also record that if $\Gamma$ is the intrinsic Lipschitz graph from Theorem 1.1 then the Heisenberg Riesz transform is unbounded in $L_{p}(\Gamma)$ for all $p \in$ $(1, \infty)$. This follows by its unboundedness in $L_{2}(\Gamma)$ combined with [NTV98, Theorem 1.1] and the remark right after that theorem.

The need to characterize the lower-dimensional sets on which the (Euclidean) Riesz transform and other singular integrals are bounded in $L_{2}$ led to the development of uniform rectifiability in Euclidean spaces. In the Heisenberg group, intrinsic Lipschitz graphs have been used to study rectifiability [MSSC10, FSSC11] and quantitative rectifiability [CFO19b, NY18, NY20, CLY22, FOR18, Rig19], and, although not explicitly stated, it has been anticipated that intrinsic Lipschitz graphs should be the building blocks of uniformly rectifiable sets. Theorem 1.1 suggests that in $\mathbb{H}$, notions of uniform rectifiability based on intrinsic Lipschitz graphs and notions of uniform rectifiability based on singular integrals may diverge, and points to deep differences between the theory of uniform rectifiability in $\mathbb{H}$ and its Euclidean counterpart.

On the way to proving Theorem 1.1 we also prove that the strong geometric lemma fails in the first Heisenberg group, thus further highlighting the divergence between Euclidean and Heisenberg concepts of uniform rectifiability. In order to make our statement precise we first introduce codimension-1 $\beta$-numbers. If $E$ is a Borel subset of the $(2 n+1)$-dimensional Heisenberg group $\mathbb{H}_{n}, x \in \mathbb{H}_{n}$, and $r>0$ we define

$$
\begin{equation*}
\beta_{E}(x, r)=\inf _{L \in \mathrm{~V} \mathbb{P}} r^{-2 n-1} \int_{B(x, r) \cap E} \frac{d(y, L)}{r} \mathrm{~d} \mathcal{H}^{2 n+1}(y) \tag{1}
\end{equation*}
$$

where in the infimum, VP stands for vertical planes and denotes the set of codimension- 1 planes which are parallel to the $z$-axis.

In [CLY22] we proved that if $\Gamma$ is an intrinsic $\lambda$-Lipschitz graph in $\mathbb{H}_{n}, n \geq$ 2 , then, for any ball $B=B(y, R) \subset \mathbb{H}_{n}$,

$$
\begin{equation*}
\int_{0}^{R} \int_{B \cap \Gamma} \beta_{\Gamma}(x, r)^{2} \mathrm{~d} \mathcal{H}^{2 n+1}(x) \frac{\mathrm{d} r}{r} \lesssim_{\lambda} R^{2 n+1} . \tag{2}
\end{equation*}
$$

This is called the strong geometric lemma. (We actually established (2) for an $L_{2}$ version of $\beta$-numbers, which easily implies (2) as it is stated here.)

The strong geometric lemma holds for Lipschitz graphs in $\mathbb{R}^{n}$ by a result of Dorronsoro, obtained in [Dor85], and is one of the foundations of uniform rectifiability in $\mathbb{R}^{n}$. In particular, an Ahlfors regular subset of $\mathbb{R}^{n}$ satisfies a Euclidean analogue of (2), with constants depending only on $n$ and the Ahlfors regularity constant of the set, if and only if it is uniformly rectifiable, see [DS91].

However, the next theorem shows that the situation is very different in $\mathbb{H}_{1}$. In fact, the strong geometric lemma fails in $\mathbb{H}_{1}$ for all exponents $s \in[2,4)$.
Theorem 1.2. There exist a constant $\lambda>0$, a radius $R>0$, and a sequence of $\lambda$-intrinsic Lipschitz graphs $\left(\Gamma_{n}\right)_{n \in \mathbb{N}}$ such that $\mathbf{0} \in \Gamma_{n}$ for all $n$ and

$$
\lim _{n \rightarrow \infty} \int_{0}^{R} \int_{B(0, R) \cap \Gamma_{n}} \beta_{\Gamma_{n}}(x, r)^{s} \mathrm{~d} \mathcal{H}^{3}(x) \frac{\mathrm{d} r}{r}=+\infty
$$

for all $s \in[2,4)$.
The intrinsic Lipschitz graphs in Theorems 1.1 and 1.2 are obtained by modifying a process for constructing intrinsic graphs which appeared recently in [NY20, Section 3.2]. The method introduced in [NY20] produces bumpy intrinsic graphs which are far from vertical planes at many scales. However, the intrinsic gradients of the intrinsic graphs produced in [NY20] are $L_{2}$-bounded but not bounded, so the resulting intrinsic graphs are not intrinsic Lipschitz. We overcome this obstacle by applying a stopping time argument leading to intrinsic Lipschtz graphs which retain key properties of the examples from [NY20].

The intrinsic Lipschitz graphs that we construct are determined by the following parameters:
(1) $i \in \mathbb{N}$; the number of steps in the construction,
(2) $A \in \mathbb{N}$; the aspect ratio of the initial bumps, and
(3) a scaling factor $\rho>1$.

In particular, our intrinsic Lipschitz graphs are intrinsic graphs of functions $f_{i, A, \rho}: V_{0} \rightarrow \mathbb{R}$, where $V_{0}=\{y=0\}$ and where $f_{i, A, \rho}$ is supported on the unit square $[0,1] \times\{0\} \times[0,1]$.

For $i \ll A^{4}$, we show that the intrinsic Lipschitz graph $\Gamma=\Gamma_{f_{i, A, \rho}}$ has many bumps at scale $r_{i}:=A^{-1} \rho^{-i}$, so

$$
\int_{B(0, R) \cap \Gamma} \beta_{\Gamma}\left(x, r_{i}\right)^{s} \mathrm{~d} \mathcal{H}^{3}(x) \approx A^{-s} .
$$

Since there are roughly $A^{4}$ such scales, this implies Theorem 1.2.

Theorem 1.1 takes much longer to prove and it employs several novel arguments. We first perform a "reduction to vertical planes" by proving that the principal value of singular integrals with smooth, orthogonal, and $(-3)$-homogeneous kernels on intrinsic Lipschitz graphs can be expressed as the principal value of a related singular integral on a vertical plane. This is achieved in Section 5.

More precisely, let $\phi: \mathbb{H} \rightarrow \mathbb{R}$ be a smooth and bounded intrinsic Lipschitz function with intrinsic graph $\Gamma_{\phi}$. Denote by $\Psi_{\phi}: \mathbb{H} \rightarrow \Gamma_{\phi}$ the projection of $\mathbb{H}$ to $\Gamma_{\phi}$ along cosets of $\langle Y\rangle$. The projection restricts to a homeomorphism from $V_{0}$ to $\Gamma_{\phi}$ (but not a biLipschitz map), and we let $\eta_{\phi}:=\left.\left(\Psi_{\phi}\right)_{*} \mathcal{L}\right|_{V_{0}}$ be the pushforward of the Lebebegue measure $\left.\mathcal{L}\right|_{V_{0}}$ to $\Gamma_{\phi}$. Then $\eta_{\phi}$ is bounded above and below by multiples of $\left.\mathcal{H}^{3}\right|_{\Gamma_{\phi}}$, see Section 2.3. It follows from our results in Section 5 that if $g: \mathbb{H} \rightarrow \mathbb{R}$ is a Borel function which is constant on cosets of $\langle Y\rangle$ then

$$
\begin{equation*}
\mathrm{Rsz}_{\phi} g=T^{\mathrm{R}}\left[g \mathrm{~d} \eta_{\phi}\right] \tag{3}
\end{equation*}
$$

where $\operatorname{Rsz}_{\phi}(g)$ is the parametric Riesz transform of $g$ defined for $p \in \mathbb{H}$ by

$$
\begin{equation*}
\operatorname{Rsz}_{\phi} g(p)=\mathrm{pv} \cdot\left(\Psi_{\phi}(p)\right) \int_{\Psi_{\phi}(p) V_{0}} \mathrm{R}\left(\Psi_{\phi}(v)^{-1} \Psi_{\phi}(p)\right) g(v) \mathrm{d} v \tag{4}
\end{equation*}
$$

We then obtain $L_{2}$ bounds on the parametric Riesz transform of the identity function on the intrinsic Lipschitz graphs $f_{i, A, \rho}$ produced by our construction. More precisely, we obtain the following proposition.

Proposition 1.3. There is a $\delta>0$ such that for all sufficiently large $A>1$, there is a $\rho_{A}>1$ such that if $N=\left\lfloor\delta A^{4}\right\rfloor, \phi_{A}=f_{N, A, \rho_{A}}$ is the function produced in the construction of Section 3 and $U$ is the unit square $[0,1] \times$ $\{0\} \times[0,1] \subset V_{0}$, then

$$
\left\|\operatorname{Rsz}_{\phi_{A}} \mathbf{1}\right\|_{L_{2}(U)} \gtrsim A
$$

where $\mathbf{1}$ is the function equal to 1 on all of $\mathbb{H}$.
Proposition 1.3 is the most crucial part in the proof of Theorem 1.1 and combined with (3) leads relatively quickly to the proof of Theorem 1.1; see Section 12.

We prove Proposition 1.3 by analyzing the family of singular integrals $\mathrm{Rsz}_{\alpha+t \gamma}$ that arises from a perturbation of an intrinsic Lipschitz function $\alpha$ by a smooth function $\gamma$. This requires new methods to handle the noncommutativity of $\mathbb{H}$. That is, for functions $a, b: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$, let $\mathrm{Rsz}_{a}^{\text {Euc }}$ denote the Euclidean parametric Riesz transform, defined as in (4). The translationinvariance of the Riesz transform implies that $\mathrm{Rsz}_{a}^{\mathrm{Euc}} \mathbf{1}=\mathrm{Rsz}_{a+c}^{\mathrm{Euc}} \mathbf{1}$ for any $c \in \mathbb{R}$, so

$$
\mathrm{Rsz}_{a+t b}^{\mathrm{Euc}} \mathbf{1}=\mathrm{Rsz}_{a_{0}+t b_{0}}^{\mathrm{Euc}} \mathbf{1}
$$

where $a_{0}=a-a(\mathbf{0})$ and $b_{0}=b-b(\mathbf{0})$ both vanish at $\mathbf{0}$.
This identity does not hold in $\mathbb{H}$. In $\mathbb{H}$, translation-invariance implies that if $\Gamma_{\alpha_{1}}$ is a left-translate of $\Gamma_{\alpha_{2}}$, then $\operatorname{Rsz}_{\alpha_{1}} \mathbf{1}$ is a left-translate of Rsz $\alpha_{\alpha_{2}} \mathbf{1}$.

Unfortunately, $\Gamma_{\alpha+c}$ is a right-translate of $\Gamma_{\alpha}$, so there is typically no relationship between $\mathrm{Rsz}_{\alpha} \mathbf{1}$ and $\mathrm{Rsz}_{\alpha+c} \mathbf{1}$.

We solve this problem by writing $\operatorname{Rsz}_{\alpha+t \gamma} \mathbf{1}$ in two ways: first, the direct calculation (4), and second, $\mathrm{Rsz}_{\alpha+t \gamma} \mathbf{1}=\operatorname{Rsz}_{\alpha_{t}} \mathbf{1} \circ \lambda_{t}$, where each $\lambda_{t}$ is a lefttranslation and $\alpha_{t}$ is a family of functions such that $\alpha_{t}(\mathbf{0})=0$ for all $t$ and $\Gamma_{\alpha_{t}}=\lambda_{t}\left(\Gamma_{\alpha+t \gamma}\right)$. Though these expressions represent the same function, one is easier to estimate at large scales and one is easier to estimate at small scales, and many of the bounds used in the proof of Proposition 1.3 will use one expression at large scales and the other expression at small scales.

Our results lead naturally to several new questions. For example, it is well known [Mat95, Theorem 20.15], that if $\Gamma \subset \mathbb{R}^{n}$ is an $m$-dimensional Lipschitz graph and $f \in L_{1}(\Gamma)$ then the principal values of the Riesz transform $T^{m}\left[f \mathrm{~d} \nu_{m}\right](p)$, exist for $\mathcal{H}^{m}-$ a.e. $x \in \Gamma$. The proof uses that $T^{m}$ is $L_{2}$-bounded and in light of Theorem 1.1, it is quite unclear if the same result holds in $\mathbb{H}$, although it is known to hold for surfaces of the form $\Gamma_{\mathbb{R}^{2}} \times \mathbb{R} \subset \mathbb{H}$ where $\Gamma_{\mathbb{R}^{2}}$ is a Euclidean Lipschitz graph in $\mathbb{R}^{2}$, see [OV20, Theorem 3.2]. We do anticipate that a modification of the construction in the current paper might be used to produce an intrinsic Lipschitz graph $\Gamma$ such that principal values of $T^{\mathrm{R}}\left[f \mathrm{~d} \nu_{\Gamma}\right]$ fail to exist $\nu_{\Gamma}$-a.e. for (certain) functions $f \in L_{1}$, but we will not consider this problem here.

Another interesting problem is the following. Theorem 1.1 asserts that intrinsic Lipschitz regularity is not sufficient for the $L_{2}$-boundedness of the Heisenberg Riesz transform. On the other hand, according to [CFO19a], intrinsic $C^{1, \alpha}$ regularity is indeed sufficient. Therefore, one could look for "intermediate" geometric regularity conditions on intrinsic graphs that would imply the $L^{2}$-boundedness of the Heisenberg Riesz transform. In particular, and in light of Theorem 1.2, it would be interesting to answer the following questions:

Question 1.4. Let $\Gamma \subset \mathbb{H}$ be an intrinsic Lipschitz graph which satisfies the Carleson condition (2). Is it true that $T^{\mathrm{R}}$ is bounded in $L_{2}(\Gamma)$ ?
Question 1.5. What natural classes of surfaces satisfy (2)?
The bounds in Section 6 suggest possible connections between the norm of $T^{\mathrm{R}}$ and the sum of the squares of the $\beta$-numbers in (2); see Question 6.4.

Finally, we note that Theorem 1.1 is related to the problem of geometrically characterizing removable sets for Lipschitz harmonic functions (RLH sets) in $\mathbb{H}$. The definition of an RLH set in $\mathbb{H}$ is completely analogous to its Euclidean counterpart, except that, in $\mathbb{H}$, a function is called harmonic if it is a solution to the sub-Laplacian equation $\Delta_{\mathbb{H}} u=0$. RLH sets in Heisenberg groups were introduced in [CM14] and it was shown there that if $E \subset \mathbb{H}$ is compact, then it is RLH if $\mathcal{H}^{3}(E)=0$, while it is not RLH if $\operatorname{dim}_{H}(E)>3$. Moreover, totally disconnected RLH sets with positive 3-dimensional Hausdorff measure were produced in [CM14, CMT15]. On the other hand, it was proved in [CFO19a] that if $\mu$ is a non-trivial compactly supported Radon measure in $\mathbb{H}$ with 3 -upper growth, such that $T^{\mathrm{R}}$ is bounded in $L_{2}(\mu)$ then
$\operatorname{spt} \mu$ is not RLH. An analogous result holds in $\mathbb{R}^{n}$, see [MP95, Theorem 4.4], and combined with the $L_{2}$-boundedness of Riesz transforms on Lipschitz graphs implies that compact subsets of 1-codimensional Lipschitz graphs with positive ( $n-1$ )-Hausdorff measure are not RLH. This can be used to show that if a compact set $E \subset \mathbb{R}^{n}$ with $H^{n-1}(E)<\infty$ is RLH then it is purely ( $n-1$ )-unrectifiable. To our knowledge, this is the only known proof for this implication.

Theorem 1.1 shows that such a scheme cannot be used in the Heisenberg group, and naturally leads to the following fascinating question:

Question 1.6. Does there exist a compact subset of an intrinsic Lipschitz graph in $\mathbb{H}$ with positive 3-dimensional Hausdorff measure which is removable for Lipschitz harmonic functions?

If the answer to Question 1.6 is positive it will imply that the geometric characterization of RLH sets in $\mathbb{H}$ varies significantly from the analogous characterization in $\mathbb{R}^{n}$. On the other hand, a negative answer to Question 1.6 would require a completely new proof method.
1.1. Roadmap. In Section 2, we establish some definitions and notation for the Heisenberg group and for intrinsic Lipschitz graphs. Even if the reader has seen these notions before, we introduce some new notation for intrinsic Lipschitz graphs in Section 2.3, so we suggest that readers look through this section.

After these preliminaries, the paper can be broken into three rough parts: constructing the family of functions $f=f_{i, A, \rho}$ and graphs $\Gamma=\Gamma_{i, A, \rho}$ that we will use in Theorems 1.1 and 1.2, proving lower bounds on the $\beta$-numbers of these surfaces, and estimating the Riesz transform on these surfaces. In Section 3, we construct a family of intrinsic Lipschitz graphs based on the construction in [NY20]. These graphs have bumps at many different scales, and in Section 4, we calculate the effect of these bumps on the $\beta$-numbers and prove Theorem 1.2.

In Section 5, we start to study the Riesz transform on $\Gamma$ and other intrinsic Lipschitz graphs. Specifically, for an intrinsic Lipschitz function $\phi$, we define $\eta_{\phi}$ as the pushforward of $\left.\mathcal{L}\right|_{V_{0}}$ as above and study the function $T \eta_{\phi}$. In general, $T \eta_{\phi}$ need not be defined everywhere on $\Gamma_{\phi}$, but in Section 5, we show that if $\phi$ is smooth, bounded, and has bounded derivatives, then $T \eta_{\phi}$ is defined everywhere on $\Gamma_{\phi}$. We also introduce a singular integral operator $\tilde{T}_{\phi}$ which is defined as a singular integral on a vertical plane and satisfies $\tilde{T}_{\phi} \mathbf{1}=T \eta_{\phi}$. Let $F_{\phi}:=\tilde{T}_{\phi} \mathbf{1}$.

Our main goal in these sections is to prove Proposition 1.3. We prove Proposition 1.3 by considering the construction of $f_{i}=f_{i, A, \rho}$ as a sequence of perturbations, starting with $f_{0}=0$, so that for each $i \geq 0$, we obtain $f_{i+1}$ by adding bumps of scale $r_{i}:=A^{-1} \rho^{-i}$ to $f_{i}$. Let $\nu_{i}=f_{i+1}-f_{i}$. Then we can prove Proposition 1.3 by bounding the derivatives $\frac{\mathrm{d}}{\mathrm{d} t}\left[F_{f_{i}+t \nu_{i}}\right]$ and $\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}\left[F_{f_{i}+t \nu_{i}}\right]$ and using Taylor's theorem.

We state bounds on the derivatives of $G_{f_{i}, \nu_{i}}(t):=F_{f_{i}+t \nu_{i}}$ in Section 6. Because of the scale-invariance of the Riesz transform, we can rescale $f_{i}$ and $\nu_{i}$ by a factor $r_{i}$ to obtain functions $\alpha$ and $\gamma$ such that $\alpha$ varies on scale roughly $\rho$ and $\gamma$ varies on scale roughly 1 (Section 3.1). The derivatives of $\alpha$ and $\gamma$ are bounded (Lemma 3.12 and Appendix A), and in fact we prove bounds on derivatives of $G_{\zeta, \psi}(t)$ for any functions that satisfy the same bounds.

In the remaining sections, we prove the bounds in Section 6. First, in Section 7, we write $G_{\zeta, \psi}^{\prime}(0)$ as an integral in two ways, one which is easier to control for large scales and one for small scales (Lemma 7.2 and Lemma 7.3). In Euclidean space, these two formulas would be the same; the difference between them comes from the noncommutativity of the Heisenberg group. We use these formulas to prove an upper bound on $G_{f_{i}, \nu_{i}}^{\prime}(0)$ (Lemma 7.1).

In Section 7, we define translation-invariant approximations of $G_{\zeta, \psi}^{\prime}$ by showing that when $\lambda$ is a linear function approximating $\zeta$ to first order at $p$, then $G_{\zeta, \psi}^{\prime}(0)$ is close to $G_{\lambda, \psi}^{\prime}(0)$ on a neighborhood of $p$. We use this approximation to prove lower bounds on $G_{f_{i}, \nu_{i}}^{\prime}(0)$ in Section 9 and to bound inner products of the form $\left\langle G_{f_{i}, \nu_{i}}^{\prime}(0), G_{f_{j}, \nu_{j}}^{\prime}(0)\right\rangle$ in Section 10.

In Section 11, we use the formulas from Section 7 again to bound $G_{f_{i}, \nu_{i}}^{\prime \prime}$. By Taylor's theorem,

$$
F_{f_{N}}=\sum_{i=0}^{N-1} G_{f_{i}, \nu_{i}}^{\prime}(0)+\sum_{i=0}^{N-1} O\left(\left\|G_{f_{i}, \nu_{i}}^{\prime \prime}\right\|_{\infty}\right)
$$

Our bounds on $G_{f_{i}, \nu_{i}}^{\prime}(0)$ and $\left\langle G_{f_{i}, \nu_{i}}^{\prime}(0), G_{f_{j}, \nu_{j}}^{\prime}(0)\right\rangle$ lead to a lower bound on the first term, and our bounds on $G_{f_{i}, \nu_{i}}^{\prime \prime}$ bound the error term. This proves Proposition 1.3 (see Section 6 for details).

Finally, in Section 12, we use Proposition 1.3 to prove Theorem 1.1. We first show that when $\phi_{A}$ is as in Proposition 1.3, the $L_{2}$ norm of the Riesz transform on $L_{2}\left(\Gamma_{\phi_{A}}\right)$ is large. We then combine scaled copies of the $\Gamma_{\phi_{A}}$ 's to obtain a single compactly supported intrinsic Lipschitz graph $\Gamma$ such that the Riesz transform is unbounded on $L_{2}(\Gamma)$, as desired.

## 2. Preliminaries

Throughout this paper, we will use the notation $f \lesssim g$ to denote that there is a universal constant $C>0$ such that $f \leq C g$ and $f \lesssim a_{1}, a_{2}, \ldots g$ to denote that there is a function $C\left(a_{1}, a_{2}, \ldots\right)>0$ such that $f \leq C\left(a_{1}, a_{2}, \ldots\right) g$. The notation $f \approx g$ is equivalent to $f \lesssim g$ and $g \lesssim f$. We will also use the big- $O$ notation $O(f)$ to denote an error term which is at most $C f$ for some constant $C>0$ and $O_{a}(f)$ for an error term which is at most $C(a) f$.
2.1. Heisenberg group. The three dimensional Heisenberg group $\mathbb{H}$ is the Lie group on $\mathbb{R}^{3}$ defined by the multiplication

$$
\begin{equation*}
(x, y, z)\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=\left(x+x^{\prime}, y+y^{\prime}, z+z^{\prime}+\frac{x y^{\prime}-x^{\prime} y}{2}\right) \tag{5}
\end{equation*}
$$

The identity element in $\mathbb{H}$ is $\mathbf{0}:=(0,0,0)$ and the inverse of $v=(x, y, z) \in \mathbb{H}$ is $v^{-1}:=(-x,-y,-z)$. We denote by $X=(1,0,0), Y=(0,1,0), Z=$ $(0,0,1)$, the coordinate vectors of $\mathbb{H}$ and we let $x, y, z: \mathbb{H} \rightarrow \mathbb{R}$ be the coordinate functions. The center of the group is $\langle Z\rangle=\{(0,0, z): z \in \mathbb{R}\}$. An element $v \in \mathbb{H}$ is called a horizontal vector if $z(v)=0$, and we denote by $A$ the set of horizontal vectors.

Since $\mathbb{H}$ is a torsion-free nilpotent Lie group, the exponential map is a bijection between $\mathbb{H}$ and the nilpotent Lie algebra $\mathfrak{h}=\langle X, Y, Z|[X, Y]=$ $Z\rangle$ namely, $\exp (x X+y Y+z Z)=(x, y, z)$. Then (5) is a consequence of the Baker-Campbell-Hausdorff formula

$$
\exp (V) \exp (W)=\exp \left(V+W+\frac{[V, W]}{2}+\ldots\right)
$$

We will frequently identify $\mathbb{H}$ and $\mathfrak{h}$ and use the same notation for generators of $\mathbb{H}$ and of $\mathfrak{h}$. In particular, for $V_{i} \in \mathfrak{h}$, we write the linear span of the $V_{i}$ as $\left\langle V_{1}, V_{2}, \ldots\right\rangle$, so that the set of horizontal vectors is

$$
A=\langle X, Y\rangle=\{x X+y Y \mid x, y \in \mathbb{R}\} .
$$

Since (5) is based on the Baker-Campbell-Hausdorff formula, for any $v \in \mathbb{H}$, the span $\langle v\rangle$ is the one-parameter subgroup containing $v$. Since we typically write the group operation in $\mathbb{H}$ as multiplication, we will often write $w^{t}=t w$ for $w \in \mathbb{H}$ and $t \in \mathbb{R}$.

Given an open interval $I \subset \mathbb{R}$, we say that $\gamma: I \rightarrow \mathbb{H}$ is a horizontal curve if the functions $x \circ \gamma, y \circ \gamma, z \circ \gamma: I \rightarrow \mathbb{R}$ are Lipschitz (hence $\gamma^{\prime}$ is defined almost everywhere on $I$ ) and

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} s}\left[\gamma(t)^{-1} \gamma(s)\right]\right|_{s=t} \in A
$$

for almost every $t \in I$. Notice that left translations of horizontal curves are also horizontal.

Given $(a, b) \in \mathbb{R}^{2} \backslash\{(0,0)\}$ and $v \in \mathbb{H}$ we will call the coset $L=v\langle a X+b Y\rangle$ a horizontal line. We define the slope of $L$ as slope $L=\frac{b}{a}$ when $a \neq 0$ and slope $L=\infty$ when $a=0$. This is the slope of the projection of $L$ to the $x y$-plane. Note that for $t \in \mathbb{R},(X+\sigma Y)^{t}$ is a point in the horizontal line through the origin with slope $\sigma$.

Let $X_{\mathrm{L}}, Y_{\mathrm{L}}$ be the left-invariant vector fields

$$
X_{\mathrm{L}}(v)=\left(1,0,-\frac{y(v)}{2}\right) \text { and } Y_{\mathrm{L}}(v)=\left(0,1, \frac{x(v)}{2}\right)
$$

and let $X_{\mathrm{R}}, Y_{\mathrm{R}}$ be the right-invariant vector fields

$$
X_{\mathrm{R}}(v)=\left(1,0, \frac{y(v)}{2}\right) \text { and } Y_{\mathrm{R}}(v)=\left(0,1,-\frac{x(v)}{2}\right) .
$$

Note that $X_{\mathrm{L}}$ and $X_{\mathrm{R}}$ commute, as do $Y_{\mathrm{L}}$ and $Y_{\mathrm{R}}$. We let $\partial_{x}, \partial_{y}, \partial_{z}:=$ $Z$ be the usual partial derivatives in $\mathbb{R}^{3}$. Given any vector field $\mathrm{V}=$ $\left(\mathrm{V}_{x}, \mathrm{~V}_{y}, \mathrm{~V}_{z}\right): \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ and any smooth function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ we let

$$
\mathrm{V} f(v)=\mathrm{V} \cdot \nabla f(v):=\mathrm{V}_{x}(v) \partial_{x} f(v)+\mathrm{V}_{y}(v) \partial_{y} f(v)+\mathrm{V}_{z}(v) \partial_{z} f(v)
$$

So for example,

$$
X_{\mathrm{L}} f(v)=\left.\frac{\mathrm{d}}{\mathrm{~d} t} f\left(v X^{t}\right)\right|_{t=0}=\partial_{x} f(v)-\frac{y(v)}{2} Z f(v), v \in \mathbb{H} .
$$

We also define the horizontal gradient of $f$ as $\nabla_{\mathbb{H}} f=\left(X_{\mathrm{L}} f, Y_{\mathrm{L}} f\right)$. For clarity, we will typically use square brackets for the object of a differential operator and use - as a low-precedence multiplication operator, so that $\mathrm{V} f \cdot \mathrm{~W} g$ is equal to $\mathrm{V}[f] \mathrm{W}[g]$, not $\mathrm{V}[f \mathrm{~W} g]$.

The Korányi metric on $\mathbb{H}$ is the left-invariant metric defined by

$$
d_{\mathrm{Kor}}\left(v, v^{\prime}\right):=\left\|v^{-1} v^{\prime}\right\|_{\text {Kor }},
$$

where

$$
\|(x, y, z)\|_{\text {Kor }}:=\sqrt[4]{\left(x^{2}+y^{2}\right)^{2}+16 z^{2}} .
$$

Note that $\|a X+b Y\|_{\text {Kor }}=\sqrt{a^{2}+b^{2}}$, so the Korányi length of a horizontal line segment is equal to the Euclidean length of its projection to the $x y-$ plane.

We also define a family of automorphisms $s_{t}: \mathbb{H} \rightarrow \mathbb{H}, t \in \mathbb{R}$,

$$
s_{t}(x, y, z)=\left(t x, t y, t^{2} z\right) .
$$

The mappings $s_{t}$ dilate the metric; for $t \geq 0$ and $p, p^{\prime} \in \mathbb{H}$,

$$
d_{\text {Kor }}\left(s_{t}(p), s_{t}\left(p^{\prime}\right)\right)=t d_{\text {Kor }}\left(p, p^{\prime}\right) .
$$

When $w \in A$ is a horizontal vector, the one-parameter subgroup generated by $w$ can be written in terms of $s_{t}$, i.e., $s_{t}(w)=w^{t}$, but this is not true when $w$ is not horizontal.

We can also define the reflection through the $z$-axis $\theta: \mathbb{H} \rightarrow \mathbb{H}$ by

$$
\theta(x, y, z)=(-x,-y, z) .
$$

Note that $\theta=s_{-1}$.
A vertical plane $V$ is a plane that is parallel to the $z$-axis. For any such plane, the intersection $V \cap A$ is a horizontal line $v\langle a X+b Y\rangle$, and we can write $V=v\langle a X+b Y, Z\rangle$. We define the slope of $V$ as slope $V:=\operatorname{slope}(V \cap A)$.

We will frequently refer to the vertical plane $V_{0}=\{y=0\}$. We will also use the following projections. First, we define the natural (nonlinear) projection $\Pi: \mathbb{H} \rightarrow V_{0}$ along cosets of $\langle Y\rangle$ by $\Pi(v)=v Y^{-y(v)}, v \in \mathbb{H}$. Equivalently,

$$
\Pi(x, y, z)=\left(x, 0, z-\frac{1}{2} x y\right) .
$$

Note that $\Pi$ is not a homomorphism, but it commutes with scaling because $s_{t}$ sends cosets of $\langle Y\rangle$ to cosets of $\langle Y\rangle$, i.e.,

$$
\Pi\left(s_{t}(v)\right)=s_{t}(v) Y^{-y\left(s_{t}(v)\right)}=s_{t}(v) Y^{-t y(v)}=s_{t}\left(v Y^{-y(v)}\right)=s_{t}(\Pi(v))
$$

for all $v \in \mathbb{H}$ and $t \in \mathbb{R}$.
Moreover, if $V$ is a vertical plane which is not a coset of the $y z$-plane we define the projection $\Pi_{V}: \mathbb{H} \rightarrow V$ along cosets of $\langle Y\rangle$ by setting $\Pi_{V}(v)$ to be the unique point of intersection of the coset $v\langle Y\rangle$ and $V$. In particular, given $p \in \mathbb{H}$ the projection $\Pi_{p V_{0}}: \mathbb{H} \rightarrow p V_{0}$ is given by $\Pi_{p V_{0}}(v)=v Y^{y(p)-y(v)}, v \in$ $\mathbb{H}$. When $\mathbf{0} \in V$, this likewise commutes with $s_{t}$.
2.2. Kernels and symmetries. In this paper, we will consider kernels on $\mathbb{H}$ which are either $\mathbb{R}$ - or $\mathbb{R}^{2}$-valued continuous functions on $\mathbb{H} \backslash\{0\}$. Given a kernel $K$, let $\widehat{K}$ denote the kernel $\widehat{K}(v)=K\left(v^{-1}\right)$ for all $v \in \mathbb{H}$. Given a Borel measure $\nu$ on $\mathbb{H}$, we formally define the singular integral operator $T^{K}$ by letting $T^{K} \nu(p)$ be the principal value

$$
T^{K} \nu(p):=\operatorname{pv} .(p) \int \widehat{K}\left(p^{-1} w\right) \mathrm{d} \nu(w)
$$

where

$$
\begin{equation*}
\operatorname{pv.}(p) \int g(w) \mathrm{d} \nu(w):=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \int_{B(p, R) \backslash B(p, r)} g(w) \mathrm{d} \nu(w) . \tag{6}
\end{equation*}
$$

For a Borel set $A \subset \mathbb{H}$ we denote

$$
\operatorname{pv.}(p) \int_{A} g(w) \mathrm{d} \nu(w):=\operatorname{pv} \cdot(p) \int g(w) \mathbf{1}_{A}(w) \mathrm{d} \nu(w)
$$

when $p$ is not specified, we take it to be $\mathbf{0}$.
This definition gives rise to several operators. For $0<r<R$, we define truncated convolution operators $T_{r}^{K}$ and $T_{r, R}^{K}$ by

$$
\begin{aligned}
T_{r}^{K} \nu(p) & :=\int_{\mathbb{H} \backslash B(p, r)} K\left(w^{-1} p\right) \mathrm{d} \nu(w), \\
T_{r, R}^{K} \nu(p) & :=\int_{B(p, R) \backslash B(p, r)} K\left(w^{-1} p\right) \mathrm{d} \nu(w),
\end{aligned}
$$

for any Borel measure $\nu$ on $\mathbb{H}$ and any $p \in \mathbb{H}$ such that these integrals are defined. Likewise we define operators $T_{\nu ; r, R}^{K} f=T_{r, R}^{K}[f \mathrm{~d} \nu]$ and $T_{\nu}^{K} f=$ $T^{K}[f \mathrm{~d} \nu]$. When $K$ is understood, we will write $T=T^{K}$.

For $\alpha \in \mathbb{Z}$, a kernel is said to be $\alpha$-homogeneous or of degree $\alpha$ if

$$
K\left(s_{t}(p)\right)=t^{\alpha} K(p), \quad \forall t \in \mathbb{R}, p \in \mathbb{H} .
$$

A function $f: \mathbb{H} \rightarrow \mathbb{R}^{n}$ is $\mathbb{H}$-odd if $f(\theta(p))=-f(p)$ for all $p$; it is $\mathbb{H}$-even if $f(\theta(p))=f(p)$ for all $p$, and since $\theta=s_{-1}$, a homogeneous kernel is $\mathbb{H}$-odd or $\mathbb{H}$-even if it is homogeneous for an odd or even power, respectively.

Lemma 2.1. Let $W$ be a left-invariant vector field corresponding to a horizontal element of $\mathbb{H}$ and let $K$ be $\alpha$-homogeneous. Then $W K$ is $(\alpha-1)-$ homogeneous.

Proof. Suppose that $K$ is $\alpha$-homogeneous. Let $u \in \mathbb{H}$ be an element of norm 1 and let $t \in \mathbb{R}$. Then

$$
\begin{aligned}
W K(u) & =\lim _{h \rightarrow 0} \frac{K\left(u W^{h}\right)-K(u)}{h} \\
& =t^{-\alpha} \lim _{h \rightarrow 0} \frac{K\left(s_{t}(u) W^{t h}\right)-K\left(s_{t}(u)\right)}{h} \\
& =t^{-\alpha+1} \lim _{h \rightarrow 0} \frac{K\left(s_{t}(u) W^{t h}\right)-K\left(s_{t}(u)\right)}{t h} \\
& =t^{-\alpha+1} W K\left(s_{t}(u)\right) .
\end{aligned}
$$

We now get that $W K$ is $(\alpha-1)$-homogeneous.
Likewise, derivatives of $\mathbb{H}$-odd kernels are $\mathbb{H}$-even and vice versa.
Given an orthogonal matrix $M \in \mathrm{O}(2), M$ acts on $\mathbb{H}$ as an isometry

$$
\tilde{M}(x, y, z)=(M(x, y), \operatorname{det}(M) z)
$$

Given an $\mathbb{R}^{2}$-valued kernel, we say that it is orthogonal if

$$
K(\tilde{M}(p))=M(K(p))
$$

for all $p \in \mathbb{H}$ and all $M \in \mathrm{O}(2)$.
We now define a specific kernel that is the main object of our study. Let $\Psi: \mathbb{H} \rightarrow \mathbb{R}, \Psi(v)=\|v\|_{\text {Kor }}^{-2}$. By a celebrated result of Folland, see [Fol73] and [CDPT07, Theorem 5.15], we know that the fundamental solution of the sub-Laplacian equation

$$
X_{\mathrm{L}}^{2}+Y_{\mathrm{L}}^{2}=0,
$$

is $(8 \pi)^{-1} \Psi$. Analogously to the Euclidean case, the Riesz kernel R is defined as

$$
\begin{align*}
\mathrm{R}(v) & :=-\nabla_{\mathbb{H}} \Psi=-\left(X_{\mathrm{L}} \Psi, Y_{\mathrm{L}} \Psi\right) \\
& =\left(\frac{2 x\left(x^{2}+y^{2}\right)-8 y z}{\|v\|_{\text {Kor }}^{6}}, \frac{2 y\left(x^{2}+y^{2}\right)+8 x z}{\|v\|_{\text {Kor }}^{6}}\right) . \tag{7}
\end{align*}
$$

Since $\Psi$ is symmetric around the origin and homogeneous of degree -2 , its gradient $\mathrm{R}(v)$ is an $\mathbb{H}$-odd orthogonal kernel of degree -3 . The smoothness and the -3 -homogeneity of $R$ easily imply that it is a 3 -dimensional standard Calderón-Zygmund kernel, see e.g. [Chr90, Chapter 6]. Therefore, if $\nu$ is a Borel measure on $\mathbb{H}$ such that

$$
\nu(B(x, r)) \leq C r^{3}, \forall x \in \mathbb{H}, r>0,
$$

then $\left|T_{r}^{\mathrm{R}}(f \mathrm{~d} \nu)\right|<\infty$ for $f \in L_{p}(\nu), p \in[1, \infty)$ and $\left|T_{r, R}^{\mathrm{R}}(f \mathrm{~d} \nu)\right|<\infty$ for $f \in L_{p}(\nu), p \in[1, \infty]$. In fact, truncated singular integrals (with respect to $\nu$ ) are finite for any Borel kernel which satisfies $|K(v)| \lesssim\|v\|^{-3}, v \in \mathbb{H} \backslash\{0\}$.
2.3. Intrinsic graphs and intrinsic Lipschitz graphs. In previous papers, intrinsic graphs have been defined as graphs of functions from the vertical plane $V_{0}=\langle X, Z\rangle$ to $\mathbb{R}$. In this paper, we introduce new notation that defines them in terms of functions from $\mathbb{H}$ to $\mathbb{R}$ that are constant along cosets of $\langle Y\rangle$. Any function from $V_{0}$ to $\mathbb{R}$ can be extended to a function that is constant along cosets of $\langle Y\rangle$, so the two definitions give the same class of graphs, but this definition streamlines some notation. Di Donato and Le Donne have used similar techniques to define intrinsically Lipschitz sections in [DDLD22].

For any function $f: \mathbb{H} \rightarrow \mathbb{R}$ which is constant on cosets of $\langle Y\rangle$, we define the intrinsic graph of $f$ as

$$
\Gamma_{f}=\left\{v Y^{f(v)} \mid v \in V_{0}\right\}=\{p \in \mathbb{H} \mid f(p)=y(p)\}
$$

We define $\Psi_{f}: \mathbb{H} \rightarrow \Gamma_{f}$ by $\Psi_{f}(p)=p Y^{f(p)-y(p)}$ for all $p$. This map projects $\mathbb{H}$ to $\Gamma_{f}$ along cosets of $\langle Y\rangle$. It is constant along cosets of $\langle Y\rangle$ and satisfies

$$
\begin{equation*}
y\left(\Psi_{f}(p)\right)=f(p) \quad \text { for all } p \in \mathbb{H} \tag{8}
\end{equation*}
$$

Left-translations and scalings of intrinsic graphs are also intrinsic graphs, and we can use (8) to determine the corresponding functions.
Lemma 2.2. Let $f: \mathbb{H} \rightarrow \mathbb{R}$ be a function which is constant on cosets of $\langle Y\rangle$ and let $g \in \mathbb{H}$. Let $h: \mathbb{H} \rightarrow \mathbb{R}$,

$$
h(p)=y(g)+f\left(g^{-1} p\right)
$$

Then $h$ is constant on cosets of $\langle Y\rangle$ and satisfies $\Gamma_{h}=g \Gamma_{f}$ and $\Psi_{h}(p)=$ $g \Psi_{f}\left(g^{-1} p\right)$ for any $p \in \mathbb{H}$.
Proof. Since $\Psi_{f}$ is the unique map from $\mathbb{H}$ to $\Gamma_{f}$ that satisfies $\Psi_{f}(p)\langle Y\rangle=$ $p\langle Y\rangle$ for all $p \in \mathbb{H}$, the map $\hat{\Psi}(p)=g \Psi_{f}\left(g^{-1} p\right)$ sends $\mathbb{H}$ to $g \Gamma_{f}$ and satisfies

$$
\hat{\Psi}(p)\langle Y\rangle=g \Psi_{f}\left(g^{-1} p\right)\langle Y\rangle=g g^{-1} p\langle Y\rangle=p\langle Y\rangle
$$

for all $p \in \mathbb{H}$. Therefore, $\hat{\Psi}=\Psi_{h}$ where

$$
h(p)=y(\hat{\Psi}(p))=y\left(g \Psi_{f}\left(g^{-1} p\right)\right)=y(g)+f\left(g^{-1} p\right)
$$

and $g \Gamma_{f}=\Gamma_{h}$.
Lemma 2.3. Let $f: \mathbb{H} \rightarrow \mathbb{R}$ be a function which is constant on cosets of $\langle Y\rangle$. Let $t \neq 0$ and let $h: \mathbb{H} \rightarrow \mathbb{R}$,

$$
h(p)=t f\left(s_{t}^{-1}(p)\right)
$$

Then $\Gamma_{h}=s_{t}\left(\Gamma_{f}\right)$ and $\Psi_{h}(p)=s_{t}\left(\Psi_{f}\left(s_{t}^{-1}(p)\right)\right)$ for any $p \in \mathbb{H}$.
Proof. As above, $\hat{\Psi}(p)=s_{t}\left(\Psi_{f}\left(s_{t}^{-1}(p)\right)\right)$ has image $s_{t}\left(\Gamma_{f}\right)$ and satisfies

$$
\hat{\Psi}(p)\langle Y\rangle=s_{t}\left(\Psi_{f}\left(s_{t}^{-1}(p)\right)\right)\langle Y\rangle=s_{t}\left(s_{t}^{-1}(p)\langle Y\rangle\right)=p\langle Y\rangle
$$

for all $p \in \mathbb{H}$. Therefore, $\hat{\Psi}=\Psi_{h}$ where

$$
h(p)=y(\hat{\Psi}(p))=t f\left(s_{t}^{-1}(p)\right)
$$

and $s_{t}\left(\Gamma_{f}\right)=\Gamma_{h}$.

Let $X_{\mathrm{L}}=X$ and $X_{\mathrm{R}}=X_{\mathrm{L}}-y Z$ be the left-invariant and right-invariant vector fields defined in Section 2.1. For a smooth function $f: \mathbb{H} \rightarrow \mathbb{R}$, we have $X_{\mathrm{L}}[f](v)=\left.\frac{\mathrm{d}}{\mathrm{d} t} f\left(v X^{t}\right)\right|_{t=0}$ and $X_{\mathrm{R}}[f](v)=\left.\frac{\mathrm{d}}{\mathrm{d} t} f\left(X^{t} v\right)\right|_{t=0}$. If $\phi: \mathbb{H} \rightarrow \mathbb{R}$ is constant on cosets of $\langle Y\rangle$, we define the intrinsic gradient $\nabla_{\phi}$ as the vector field

$$
\begin{equation*}
\nabla_{\phi}(p)=X_{\mathrm{R}}(p)-\phi(p) Z(p)=X_{\mathrm{L}}(p)+(y(p)-\phi(p)) Z \tag{9}
\end{equation*}
$$

When $v \in V_{0}$, this agrees with the usual definition of the intrinsic gradient $\nabla_{\phi}(v)=X_{\mathrm{L}}(v)-\phi(v) Z(v)$; equation (9) is the extension of $\nabla_{\phi}$ that is rightinvariant with respect to the action of $\langle Y\rangle$. If $\phi$ and $\beta$ are smooth and constant on cosets of $\langle Y\rangle$, then for all $p \in \mathbb{H}$ and $t \in \mathbb{R}$,

$$
\begin{aligned}
& \nabla_{\phi} \beta\left(p Y^{t}\right)=\left.\frac{\mathrm{d}}{\mathrm{~d} u} \beta\left(\left(X-\phi\left(p Y^{t}\right) Z\right)^{u} p Y^{t}\right)\right|_{u=0} \\
&=\left.\frac{\mathrm{d}}{\mathrm{~d} u} \beta\left((X-\phi(p) Z)^{u} p\right)\right|_{u=0}=\nabla_{\phi} \beta(p)
\end{aligned}
$$

so $\nabla_{\phi} \beta$ is constant on cosets of $\langle Y\rangle$.
The intrinsic gradient $\nabla_{\phi}$ can also be interpreted in terms of the horizontal curves that foliate $\Gamma_{\phi}$. When $\phi$ is smooth, the restriction of $\nabla_{\phi}$ to $V_{0}$ is the smooth vector field $\nabla_{\phi}(v)=X_{\mathrm{L}}-\phi(v) Z$. It follows that $V_{0}$ is foliated by integral curves of $\nabla_{\phi}$; we call these the characteristic curves of $\Gamma_{\phi}$. If $g: \mathbb{R} \rightarrow V_{0}$ is such a curve then $\gamma=\Psi_{\phi} \circ g$ is a horizontal curve in $\Gamma_{\phi}$ with

$$
\begin{equation*}
\gamma^{\prime}(t)=X_{\mathrm{L}}+\nabla_{\phi} \phi(\gamma(t)) Y_{\mathrm{L}} \tag{10}
\end{equation*}
$$

and the following lemma holds.
Lemma 2.4. Let $\phi, m: \mathbb{H} \rightarrow \mathbb{R}$ be smooth functions which are constant on cosets of $\langle Y\rangle$, let $g: \mathbb{R} \rightarrow V_{0}$ be a characteristic curve of $\Gamma_{\phi}$, and let $\gamma=\Psi_{\phi} \circ g$. For any $t \in \mathbb{R}$ and any $k \geq 1$,

$$
\nabla_{\phi}^{k} m(\gamma(t))=\nabla_{\phi}^{k} m(g(t))=\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}}[m \circ \gamma(t)]=\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}}[m \circ g(t)]
$$

Proof. Since $g$ is an integral curve of $\nabla_{\phi}$, we have

$$
\nabla_{\phi}^{k} m(g(t))=\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}}[m \circ g(t)]
$$

for any $k \geq 1$. Since $m$ and $\nabla^{k} m$ are constant on cosets of $\langle Y\rangle$, we have $\nabla_{\phi}^{k} m(\gamma(t))=\nabla_{\phi}^{k} m(g(t))$ and $m \circ g=m \circ \gamma$, which implies the lemma.

In particular, if $\gamma$ is as above, then $\nabla_{\phi} \phi(\gamma(0))$ is the slope of the tangent line to $\gamma$ at $\gamma(0)$. This implies that the intrinsic gradient is invariant under translations and scalings. That is, if $\Gamma_{\hat{\phi}}=g s_{t}\left(\Gamma_{\phi}\right)$, then $\nabla_{\hat{\phi}} \hat{\phi}\left(g s_{t}(p)\right)=$ $\nabla_{\phi} \phi(p)$.

For $0<\lambda<1$, we define the open double cone

$$
\text { Cone }_{\lambda}=\left\{p \in \mathbb{H}\left|\lambda d_{\text {Kor }}(\mathbf{0}, p)<|y(p)|\right\}\right.
$$

This is a scale-invariant cone, and when $\lambda$ is close to 1 , it is a small neighborhood of $\langle Y\rangle \backslash\{\mathbf{0}\}$. An intrinsic graph $\Gamma_{\phi}$ is a $\lambda$-intrinsic Lipschitz graph if $p$ Cone $_{\lambda} \cap \Gamma_{\phi}=\emptyset$ for all $p \in \Gamma_{\phi}$. Equivalently, $\Gamma_{\phi}$ is $\lambda$-intrinsic Lipschitz if and only if $\operatorname{Lip}\left(\left.y\right|_{\Gamma_{\phi}}\right) \leq \lambda$. If $\phi: \mathbb{H} \rightarrow \mathbb{R}$ is constant on cosets of $\langle Y\rangle$ and $\Gamma_{\phi}$ is a $\lambda$-intrinsic Lipschitz graph, we say that $\phi$ is a $\lambda$-intrinsic Lipschitz function.

Lemma 2.5. Let $\lambda \in(0,1)$ and let $\Gamma_{f}$ be a $\lambda$-intrinsic Lipschitz graph. Then

$$
|y(v)-f(v)| \approx_{\lambda} d_{\operatorname{Kor}}\left(v, \Gamma_{f}\right), \quad \forall v \in \mathbb{H}
$$

Proof. On one hand, $d_{\operatorname{Kor}}\left(v, \Gamma_{f}\right) \leq d_{\operatorname{Kor}}\left(v, \Psi_{f}(v)\right)=|y(v)-f(v)|$, so it suffices to show that $d_{\text {Kor }}\left(v, \Gamma_{f}\right) \gtrsim|y(v)-f(v)|$. It suffices to show that there is some $C>0$ depending only on $\lambda$ such that $d_{\text {Kor }}\left(p Y^{\alpha}, \Gamma_{f}\right) \geq C|\alpha|$ for all $p \in \Gamma_{f}$ and $\alpha \in \mathbb{R}$; the lemma then follows by taking $p=\Psi_{f}(v)$ and $\alpha=y(v)-f(v)$.

Let $C=\frac{1-\lambda}{1+\lambda}$, so that $\lambda=\frac{1-C}{1+C}$. Let $B(Y, C)$ be the open ball of radius $C$ around $Y$. If $q \in B(Y, C)$, then

$$
\lambda d_{\text {Kor }}(\mathbf{0}, q)<\lambda(1+C)=1-C<|y(q)|
$$

so $q \in$ Cone $_{\lambda}$. Since Cone ${ }_{\lambda}$ is scale-invariant, this implies that $B\left(Y^{\alpha}, C|\alpha|\right) \subset$ Cone $_{\lambda}$.

By the intrinsic Lipschitz condition, $\Gamma_{f} \cap p$ Cone $_{\lambda}=\emptyset$, so

$$
\Gamma_{f} \cap p B\left(Y^{\alpha}, C|\alpha|\right)=\Gamma_{f} \cap B\left(p Y^{\alpha}, C|\alpha|\right)=\emptyset
$$

Therefore, $d_{\text {Kor }}\left(p Y^{\alpha}, \Gamma_{f}\right) \geq C|\alpha|$, as desired.
By [CMPSC14], if $\Gamma_{\phi}$ is $\lambda$-intrinsic Lipschitz, then $\left\|\nabla_{\phi} \phi\right\|_{\infty}$ is bounded by a function of $\lambda$. Indeed,

$$
\begin{equation*}
\left\|\nabla_{\phi} \phi\right\|_{\infty} \leq \frac{\lambda}{\sqrt{1-\lambda^{2}}} \tag{11}
\end{equation*}
$$

see [NY20, Sec. 2.2]. Conversely, if $\phi$ is defined on all of $\mathbb{H}$ and $\nabla_{\phi} \phi$ is bounded, then $\phi$ is $\lambda$-intrinsic Lipschitz for some $0<\lambda<1$ depending on $\left\|\nabla_{\phi} \phi\right\|_{\infty}$ [CMPSC14].

When $\phi$ is smooth and $p \in \Gamma_{\phi}$, we define the tangent plane to $\Gamma_{\phi}$ at $p$ to be the vertical plane $P_{p}=p\left\langle X+\nabla_{\phi} \phi(p) Y, Z\right\rangle$ with slope $\nabla_{\phi} \phi(p)$. For $t>0, p s_{t}\left(p^{-1} \Gamma_{\phi}\right)$ is the scaling of $\Gamma_{\phi}$ centered at $p$, and as $t \rightarrow \infty$, $p s_{t}\left(p^{-1} \Gamma_{\phi}\right)$ converges to $P_{p}$. More generally, when $\phi$ is intrinsic Lipschitz, a Rademacher-type theorem holds for almost every $p \in \Gamma_{\phi}$, so the definition of $\nabla_{\phi} \phi(p)$ can be extended so that $p s_{t}\left(p^{-1} \Gamma_{\phi}\right)$ converges to $P_{p}$ for almost every $p \in \Gamma_{\phi}$ [FSSC01].

The following lemma, based on Lemma 2.3 of [NY20], is helpful for bounding intrinsic Lipschitz functions.

Lemma 2.6. Let $0 \leq \lambda \leq 1$ and let $\psi: \mathbb{H} \rightarrow \mathbb{R}$ be a $\lambda$-intrinsic Lipschitz function. Let $\Gamma=\Gamma_{\psi}$. Let $g \in \Gamma$. For any $h \in \mathbb{H}$,

$$
\begin{equation*}
|\psi(g)-\psi(h)| \leq \frac{2}{1-\lambda} d_{\text {Kor }}(g, h\langle Y\rangle) \leq \frac{2}{1-\lambda} d_{\text {Kor }}(g, h) \tag{12}
\end{equation*}
$$

Furthermore, for any $t \in \mathbb{R}$ and any $p \in \mathbb{H}$,

$$
\left|\psi(p)-\psi\left(p Z^{t}\right)\right| \leq \frac{4 \sqrt{|t|}}{1-\lambda}
$$

Proof. Since $\psi$ is constant on cosets of $\langle Y\rangle$, it suffices to prove (12) when $h \in \Gamma$. Let $m=d_{\text {Kor }}(g, h\langle Y\rangle)$. Let $c \in h\langle Y\rangle$ be such that $d_{\text {Kor }}(g, c)=m$. By the intrinsic Lipschitz condition,
$|y(h)-y(c)| \leq|y(h)-y(g)|+m \leq \lambda d_{\mathrm{Kor}}(g, h)+m \leq \lambda(m+|y(h)-y(c)|)+m$.
This simplifies to give

$$
|y(h)-y(c)| \leq \frac{1+\lambda}{1-\lambda} m
$$

and thus

$$
|\psi(g)-\psi(h)|=|y(g)-y(h)| \leq|y(g)-y(c)|+|y(c)-y(h)| \leq \frac{2 m}{1-\lambda}
$$

For any $t \in \mathbb{R}$ and any $p \in \mathbb{H}$,

$$
\left|\psi(p)-\psi\left(p Z^{t}\right)\right|=\left|\psi\left(\Psi_{\psi}(p)\right)-\psi\left(\Psi_{\psi}(p) Z^{t}\right)\right| \leq \frac{2}{1-\lambda}\left\|Z^{t}\right\|_{\text {Kor }}=\frac{4 \sqrt{|t|}}{1-\lambda}
$$

This implies the following lemma, whose proof we omit; see also [FS16].
Lemma 2.7. Let $\phi$ be a $\lambda$-intrinsic Lipschitz function, let $p \in \Gamma_{\phi}$, and let $r>0$. There is a $c>0$ depending on $\lambda$ such that

$$
\Pi(B(p, c r)) \subset \Pi\left(B(p, r) \cap \Gamma_{\phi}\right) \subset \Pi(B(p, r))
$$

In particular, $\mathcal{H}^{3}(\Pi(B(p, r))) \approx \mathcal{L}(\Pi(B(p, r))) \approx r^{3}$, where $\mathcal{L}$ is Lebesgue measure on $V_{0}$.

Lemma 2.8. There is a left-invariant Borel measure $\mu$ on $\mathbb{H}$ such that $\mu(S)=\mathcal{L}(\Pi(S))$ for any intrinsic Lipschitz graph $\Gamma$ and any Borel set $S \subset \Gamma$. Further, if $m: \mathbb{H} \rightarrow \mathbb{R}$ is a Borel function which is constant on cosets of $\langle Y\rangle$ and $S \subset \Gamma$ is Borel, then

$$
\begin{equation*}
\int_{S} m(v) \mathrm{d} \mu(v)=\int_{\Pi(S)} m(v) \mathrm{d} \mathcal{L}(v) \tag{13}
\end{equation*}
$$

if the integrals exist. If $\lambda \in(0,1)$ and $\Gamma$ is $\lambda$-intrinsic Lipschitz, then $\mathcal{H}^{3}(S) \approx_{\lambda} \mu(S)$. In particular, $\left.\mu\right|_{\Gamma}$ is Ahlfors 3 -regular with constants only depending on $\lambda$.

This will be our "default" measure on intrinsic Lipschitz graphs, and we will abbreviate $\mathrm{d} \mu(v)$ by $\mathrm{d} v$.

Proof. For $S \subset \mathbb{H}$, let

$$
\begin{equation*}
\mu(S)=\lim _{\epsilon \rightarrow 0} \inf _{C_{\epsilon}(S)} \sum_{U \in C_{\epsilon}(S)} \mathcal{L}(\Pi(U)) \tag{14}
\end{equation*}
$$

where $C_{\epsilon}(S)$ is the set of covers of $S$ by sets of diameter at most $\epsilon$. This is a Borel measure on $\mathbb{H}$ by [Mat95, Theorem 4.2], and the restriction of $\mu$ to any intrinsic Lipschitz graph is the pullback of $\left.\mathcal{L}\right|_{V_{0}}$, i.e., $\mu(S)=\mathcal{L}(\Pi(S))$ for any intrinsic Lipschitz graph $\Gamma$ and any Borel set $S \subset \Gamma$. Consequently, $\mu$ satisfies (13).

By the area formula, [CMPSC14, Theorem 1.6], if $\phi$ is a $\lambda$-intrinsic Lipschitz function and $S \subset \Gamma_{\phi}$ is Borel, then

$$
\mathcal{H}^{3}(S) \approx \int_{\Pi(S)} \sqrt{1+\left(\nabla_{\phi} \phi(v)\right)^{2}} \mathrm{~d} v=\int_{S} \sqrt{1+\left(\nabla_{\phi} \phi(v)\right)^{2}} \mathrm{~d} v \approx_{\lambda} \mu(S)
$$

Since, by [FS16, Theorem 3.9], $\left.\mathcal{H}^{3}\right|_{\Gamma_{\phi}}$ is an Ahlfors 3-regular measure this implies that $\left.\mu\right|_{\Gamma_{\phi}}$ is also Ahlfors 3 -regular with constants only depending on $\lambda$.

Now we check that $\mu$ is left-invariant. It suffices to show that $\mathcal{L}(\Pi(g U))=$ $\mathcal{L}(\Pi(U))$ for any $g \in \mathbb{H}$ and any Borel set $U \subset \mathbb{H}$. First, for any $g, h \in \mathbb{H}$,

$$
\Pi(g h)=g h Y^{-y(g)-y(h)}=g\left(h \cdot Y^{-y(h)}\right) Y^{-y(g)}=\Pi(g \Pi(h)) .
$$

Let $\beta_{g}: V_{0} \rightarrow V_{0}, \beta_{g}(v)=\Pi(g v)$, so that $\Pi(g U)=\beta_{g}(\Pi(U))$. Let $g=$ $(x, y, z) \in \mathbb{H}$ and $v=\left(x^{\prime}, 0, z^{\prime}\right) \in V_{0}$. Then

$$
\beta_{g}(v)=\Pi(g v)=g v Y^{-y}=\left(x+x^{\prime}, 0, z+z^{\prime}-y x^{\prime}-\frac{1}{2} x y\right) .
$$

That is, $\beta_{g}$ is an affine transformation of $V_{0}$ with determinant 1. Thus $\mathcal{L}(\Pi(g U))=\mathcal{L}\left(\beta_{g}(\Pi(U))\right)=\mathcal{L}(\Pi(U))$. By (14), $\mu$ is a left-invariant measure.
2.4. Taylor series estimates. In this section, we prove a Taylor-type estimate for functions on intrinsic Lipschitz graphs, which we will use extensively in the rest of the paper. Let $a$ be a smooth intrinsic Lipschitz function and let $m$ be a smooth function which is constant on cosets of $\langle Y\rangle$. (In particular, we can take $m=a$.) We will show that $m$ is close to a constant function or an affine function when the derivatives $\nabla_{a} m, \nabla_{a}^{2} m$, and $Z m$ are small.

Lemma 2.9. Let $0<\lambda<1$ and let $a: \mathbb{H} \rightarrow \mathbb{R}$ be a smooth $\lambda$-intrinsic Lipschitz function. Let $m: \mathbb{H} \rightarrow \mathbb{R}$ be a smooth function. Suppose that $a$ and $m$ are constant on cosets of $\langle Y\rangle$. Let $p \in \Gamma_{a}$ and let $q \in \mathbb{H}$. Let $r=d_{\mathrm{Kor}}(p, q), L=\frac{\lambda}{\sqrt{1-\lambda^{2}}}$, and $\left.B=B(p, 2(L+1) r)\right)$. Then

$$
m(q)=m(p)+O_{\lambda}\left(r\left\|\nabla_{a} m\right\|_{L_{\infty}(B)}+r^{2}\left\|\partial_{z} m\right\|_{L_{\infty}(B)}\right)
$$

and
$m(q)=m(p)+(x(q)-x(p)) \nabla_{a} m(p)+O_{\lambda}\left(r^{2}\left[\left\|\nabla_{a}^{2} m\right\|_{L_{\infty}(B)}+\left\|\partial_{z} m\right\|_{L_{\infty}(B)}\right]\right)$.

In particular, if $\mathbf{0} \in \Gamma_{a}$ and $p=\mathbf{0}$, then $a(\mathbf{0})=0$, so

$$
|a(q)+a(\theta(q))|=O_{\lambda}\left(r^{2}\left(\left\|\nabla_{a}^{2} a\right\|_{L_{\infty}(B)}+\left\|\partial_{z} a\right\|_{L_{\infty}(B)}\right)\right),
$$

where $\theta(x, y, z)=(-x,-y, z)$.
Proof. By (11), we have $\left\|\nabla_{a} a\right\|_{\infty} \leq L$. Let $\gamma: \mathbb{R} \rightarrow \Gamma_{a}$ be a horizontal curve through $p$. We parametrize $\gamma$ so that $x(\gamma(t))=t$ for all $t \in \mathbb{R}$. In particular $\gamma(x(p))=p$. By (10), $\left\|\gamma^{\prime}(t)\right\| \leq L+1$ for all $t$, so $\operatorname{Lip}(\gamma) \leq L+1$. In particular, $\gamma(x(q)) \in B(p,(L+1) r)$.

Recall that $\Pi_{p V_{0}}: \mathbb{H} \rightarrow p V_{0}$ is the projection $\Pi_{p V_{0}}(s)=s Y^{y(p)-y(s)}$; for any $s \in \mathbb{H}$, we have

$$
d_{\mathrm{Kor}}\left(p, \Pi_{p V_{0}}(s)\right) \leq d_{\mathrm{Kor}}(p, s)+|y(p)-y(s)| \leq 2 d_{\mathrm{Kor}}(p, s) .
$$

Then $g^{\prime}:=\Pi_{p V_{0}}(\gamma(x(q)))$ and $q^{\prime}:=\Pi_{p V_{0}}(q)$ are two points in $B \cap p V_{0}$ with the same $x$-coordinate, so $g^{\prime}=q^{\prime} Z^{z_{0}}$ for some $z_{0} \in \mathbb{R}$ such that $\left|z_{0}\right| \lesssim_{\lambda} r^{2}$. Since $m(q)=m\left(q^{\prime}\right)$ and $m(\gamma(x(q)))=m\left(g^{\prime}\right)$,

$$
m(q)=m(\gamma(x(q)))+O_{\lambda}\left(r^{2}\left\|\partial_{z} m\right\|_{L_{\infty}(B)}\right) .
$$

Since $(m \circ \gamma)^{\prime}(t)=\nabla_{a} m(\gamma(t))$ and $(m \circ \gamma)^{\prime \prime}(t)=\nabla_{a}^{2} m(\gamma(t))$, the Mean Value Theorem implies that

$$
m(\gamma(x(q)))=m(p)+O\left(r\left\|\nabla_{a} m\right\|_{L_{\infty}(B)}\right),
$$

so

$$
m(q)=m(p)+O_{\lambda}\left(r\left\|\nabla_{a} m\right\|_{L_{\infty}(B)}+r^{2}\left\|\partial_{z} m\right\|_{L_{\infty}(B)}\right) .
$$

Taylor's theorem implies

$$
m(\gamma(x(q)))=m(p)+(x(q)-x(p)) \nabla_{a} m(p)+O_{\lambda}\left(r^{2}\left\|\nabla_{a}^{2} m\right\|_{L_{\infty}(B)}\right),
$$

so
$m(q)=m(p)+(x(q)-x(p)) \nabla_{a} m(p)+O_{\lambda}\left(r^{2}\left(\left\|\nabla_{a}^{2} m\right\|_{L_{\infty}(B)}+\left\|\partial_{z} m\right\|_{L_{\infty}(B)}\right)\right)$, as desired.

## 3. Construction

In this section, we construct the family of graphs that we will study in the rest of this paper. Our construction is based on the construction in Section 3.2 of [NY20]. The authors of [NY20] introduced a process to construct an intrinsic graph $\Gamma_{\psi}$ that is far from a vertical plane at many scales (see Proposition 3.4 of [NY20]). Unfortunately for our purposes, the intrinsic gradient $\nabla_{\psi} \psi$ is $L_{2}$-bounded but not bounded, so $\Gamma_{\phi}$ is not intrinsic Lipschitz. In this section, we will modify that construction via a stopping time argument so that it produces an intrinsic Lipschitz function with similar properties. To keep this paper self-contained, we will reproduce the construction of [NY20] in parallel with our modification.

The construction depends on three parameters: an integer aspect ratio $A>1$, an integer scale factor $\rho>1$, and a number of steps $i$. In [NY20], one starts with a function $\psi_{0}=0$ and constructs $\psi_{i+1}$ by perturbing $\psi_{i}$.

The difference $\psi_{i+1}-\psi_{i}$ is a sum of bump functions supported on regions in $V_{0}$ with aspect ratio $A$, and the scale of the perturbations decreases by a factor of $\rho$ at each step.

Recall that if $\psi: V_{0} \rightarrow \mathbb{R}$ is a smooth function, then it induces a smooth vector field $\nabla_{\psi}=\partial_{x}-\psi \partial_{z}$ on $V_{0}$, and we call integral curves of $\nabla_{\psi}$ characteristic curves. Since $\psi$ is smooth, there is a unique characteristic curve of $\Gamma_{\psi}$ through each point of $V_{0}$. A pseudoquad $Q \subset V_{0}$ for $\Gamma_{\psi}$ is a region of the form

$$
Q=\left\{(x, 0, z) \in V_{0} \mid x \in[a, b], z \in\left[g_{1}(x), g_{2}(x)\right]\right\}
$$

where $g_{1}, g_{2}:[a, b] \rightarrow \mathbb{R}$ are functions whose graphs are characteristic curves, i.e., $g_{i}^{\prime}(x)=-\psi\left(x, 0, g_{i}(x)\right)$ for all $x$. In particular, $g_{i} \in C^{1}([a, b])$. We define the width of $Q$ to be $\delta_{x}(Q)=b-a$ and we define the height to be $\delta_{z}(Q)=g_{2}(a)-g_{1}(a)$. Since the distance between the top and bottom boundary varies, there is no single canonical height, but this choice is enough for many applications. The aspect ratio of $Q$ is the ratio $\frac{\delta_{x}(Q)}{\sqrt{\delta_{z}(Q)}}$; the square root in the denominator makes this ratio scale-invariant.

We say that two pseudoquads are disjoint if and only if their interiors are disjoint. We say that $U=Q_{1} \cup \cdots \cup Q_{n}$ is a partition of $U$ if the $Q_{i}$ 's are disjoint.

Let $U=[0,1] \times\{0\} \times[0,1]$ and let $\kappa:[0,1]^{2} \rightarrow \mathbb{R}$ be a nonnegative smooth function with $\operatorname{supp} \kappa \subset(0,1)^{2}$. We require that $\|\kappa\|_{\infty} \leq 1, \kappa(s, t)>0$ for $s, t \in\left[\frac{1}{5}, \frac{4}{5}\right]$, and that the partial derivatives of $\kappa$ of order at most 2 are all in the interval $[-1,1]$. (The assumption on partial derivatives is used in [NY20] to bound certain derivatives when $\rho \geq 8$; it can be dropped at the cost of changing some constants.)

We will use induction to construct functions $f_{i}$ and $\psi_{i}$ supported on $U$. We start with $f_{0}=0$ and $\psi_{0}=0$, and for each $i \geq 0$, we let $r_{i}:=A^{-1} \rho^{-i}$ and construct:

- a partition $U=Q_{i, 1} \cup \cdots \cup Q_{i, k_{i}}$ such that each $Q_{i, j}$ is a pseudoquad for $\Gamma_{\psi_{i}}$ with width $\delta_{x}\left(Q_{i, j}\right)=A r_{i}$, height $\delta_{z}\left(Q_{i, j}\right)=r_{i}^{2}$, and aspect ratio $A$,
- a collection of bump functions $\kappa_{i, j}$ such that $\kappa_{i, j}$ is supported on $Q_{i, j}$ and $\left\|\kappa_{i, j}\right\|_{\infty} \approx A^{-1} r_{i}$,
- a set $J_{i} \subset\left\{1, \ldots, k_{i}\right\}$ such that $\left|\nabla_{f_{i}} f_{i}\right| \leq \frac{1}{2}$ on $Q_{i, j}$ for every $j \in J_{i}$. Furthermore, we let $S_{i}:=\bigcup_{j \in\left\{1, \ldots, k_{i}\right\} \backslash J_{i}} Q_{i, j}$ and require that $S_{i} \supset$ $S_{i-1}$ (where $\left.S_{-1}=\emptyset\right)$.
We then define $\kappa_{i}:=\sum_{j=1}^{k_{i}} \kappa_{i, j}$,

$$
\nu_{i}:=\sum_{j \in J_{i}} \kappa_{i, j}=\mathbf{1}_{S_{i}^{c}} \kappa_{i}
$$

$\psi_{i+1}:=\psi_{i}+\kappa_{i}$ and $f_{i+1}:=f_{i}+\nu_{i}$. The $\psi_{i}$ 's are the functions constructed in [NY20], and the $f_{i}$ 's are a "stopped" version of the $\psi_{i}$ 's. That is, when
$\left|\nabla_{f_{i}} f_{i}\right|$ gets too large on a pseudoquad, that pseudoquad is added to $S_{i}$, and the construction ensures that $\left.f_{k}\right|_{S_{i}}=f_{i} \mid S_{i}$ for all $k>i$.

We first construct the $Q_{i, j}$ 's. Suppose that we have already defined $f_{i}$. Let

$$
G_{i}:=\left\{\left(m A r_{i}, 0, n r_{i}^{2}\right): m, n \in \mathbb{Z}\right\},
$$

let $k_{i}=A^{-1} r_{i}^{3}$, and let $v_{i, 1}, v_{i, 2}, \ldots, v_{i, k_{i}}$ be an enumeration of $G_{i} \cap([0,1) \times$ $\{0\} \times[0,1))$. Let $\Phi\left(\psi_{i}\right)_{s}$ be the flow map of $\nabla_{\psi_{i}}$ on $V_{0}$; so that $\Phi\left(\psi_{i}\right)_{0}(v)=v$ for all $v \in V_{0}$ and the map $s \mapsto \Phi\left(\psi_{i}\right)_{s}(v), s \in \mathbb{R}$ is a characteristic curve of $\Gamma_{\psi_{i}}$. In particular, $x\left(\Phi\left(\psi_{i}\right)_{s}(v)\right)=x(v)+s$. Let

$$
R_{i, j}(s, t):=\Phi\left(\psi_{i}\right)_{s}\left(v_{i, j} Z^{t}\right)
$$

and let

$$
Q_{i, j}:=R_{i, j}\left(\left[0, A r_{i}\right] \times\left[0, r_{i}^{2}\right]\right) .
$$

This is a pseudoquad of width $A r_{i}$ and height $r_{i}^{2}$. Because the top and bottom edges of $U$ are characteristic curves of $\psi_{i}$, we have $Q_{i, j} \subset U$ for all $j$. Indeed, $U=Q_{i, 1} \cup \cdots \cup Q_{i, k_{i}}$ is a locally finite partition of $U$. (Local finiteness follows for instance from Lemma 3.8.) Let $\mathcal{Q}_{i}=\left\{Q_{i, 1}, \ldots, Q_{i, k_{i}}\right\}$.

For each $Q_{i, j}$, we define

$$
\begin{equation*}
\kappa_{i, j}\left(R_{i, j}(s, t)\right):=A^{-1} r_{i} \kappa\left(A^{-1} r_{i}^{-1} s, r_{i}^{-2} t\right), \tag{15}
\end{equation*}
$$

and let $\kappa_{i}:=\sum_{j} \kappa_{i, j}$. Note that $\kappa_{i}$ is smooth and that it is zero in a neighborhood of $\partial Q_{i, j}$ for each $j$.

To define $S_{i}$ and $\nu_{i}$, we will need some notation. For every $k$, we say that a pseudoquad $Q^{\prime} \in \mathcal{Q}_{k+1}$ is a child of $Q \in \mathcal{Q}_{k}$ if $\operatorname{int}\left(Q^{\prime}\right) \cap \operatorname{int}(Q) \neq \emptyset$. Note that this does not necessarily mean that $Q^{\prime} \subset Q$; the pseudoquads in $\mathcal{Q}_{k+1}$ do not subdivide the pseudoquads in $\mathcal{Q}_{k}$. Nonetheless, by the local finiteness of $\mathcal{Q}_{k+1}$, every $Q \in \mathcal{Q}_{k}$ has only finitely many children.

Let $\mathcal{C}(Q)$ be the set of children of $Q$ and define $\mathcal{C}^{n}(Q)$ inductively so that $\mathcal{C}^{0}(Q)=\{Q\}$ and $\mathcal{C}^{n}(Q)=\bigcup_{Q^{\prime} \in \mathcal{C}^{n-1}(Q)} \mathcal{C}\left(Q^{\prime}\right)$. For any set $\mathcal{M}$ of pseudoquads, we let

$$
\bigcup(\mathcal{M}):=\bigcup_{Q \in \mathcal{M}} Q .
$$

For $Q \in \mathcal{Q}_{k}$ and $l>k$, let $Q^{(l)}=\bigcup\left(\mathcal{C}^{l-k}(Q)\right)$. Let $\mathcal{D}(Q)=\bigcup_{n=0}^{\infty} \mathcal{C}^{n}(Q)$ be the set of descendants of $Q$.

If $Q \in \mathcal{Q}_{k}$ and $v \in \operatorname{int}(Q)$, then any neighborhood of $v$ intersects the interior of some child of $Q$. It follows that $v$ lies in the closure of $\bigcup(\mathcal{C}(Q))$, and since $\mathcal{C}(Q)$ is finite, $v \in \bigcup(\mathcal{C}(Q))$. Since the closure of $\operatorname{int}(Q)$ is $Q$, we have $Q \subset \bigcup(\mathcal{C}(Q))$; in fact, $\bigcup\left(\mathcal{C}^{n}(Q)\right) \subset \bigcup\left(\mathcal{C}^{n+1}(Q)\right)$ for all $n$.

Let $\mathcal{S}_{i} \subset \mathcal{Q}_{i}$ be the set

$$
\mathcal{S}_{i}=\bigcup_{Q \in \mathcal{S}_{i-1}} \mathcal{C}(Q) \cup\left\{Q \in \mathcal{Q}_{i}: \max _{x \in Q_{i, j}}\left|\nabla_{f_{i}} f_{i}(x)\right| \geq \frac{1}{2}\right\}
$$

where $\mathcal{S}_{-1}=\emptyset$. Let $S_{i}=\bigcup\left(\mathcal{S}_{i}\right)$ and let $J_{i}=\left\{j: Q_{i, j} \notin \mathcal{S}_{i}\right\}$. Then $S_{i+1} \supset S_{i}$ for all $i$. Let $\nu_{i}:=\sum_{j \in J_{i}} \kappa_{i, j}=\mathbf{1}_{S_{i}^{c}} \kappa_{i}$ Since $\kappa_{i, j}$ is zero on a neighborhood of $\partial Q_{i, j}$, this is smooth. We define $f_{i+1}=f_{i}+\nu_{i}$ and $\psi_{i+1}=\psi_{i}+\kappa_{i}$.

Note that $S_{i} \subset S_{j}$ for all $i<j$, so $\nu_{i}$ is zero on a neighborhood of $S_{i}$. Therefore,

$$
\begin{equation*}
\left.f_{j}\right|_{S_{i}}=\left.\left.f_{i}\right|_{S_{i}} \quad \quad \nabla_{f_{j}} f_{j}\right|_{S_{i}}=\left.\nabla_{f_{i}} f_{i}\right|_{S_{i}} \tag{16}
\end{equation*}
$$

Conversely, if $v \notin S_{i-1}$, then for all $k \leq i-1, v \notin S_{k}$ and $\kappa_{k}(v)=\nu_{k}(v)$, so

$$
\begin{equation*}
\left.f_{i}\right|_{S_{i-1}^{c}}=\left.\sum_{k=0}^{i-1} \nu_{k}\right|_{S_{i-1}^{c}}=\left.\sum_{k=0}^{i-1} \kappa_{k}\right|_{S_{i-1}^{c}}=\left.\psi_{i}\right|_{S_{i-1}^{c}} . \tag{17}
\end{equation*}
$$

The functions $\psi_{i}$ are exactly the same as those defined in Section 3.2 of [NY20] and our $\kappa_{i}$ correspond to their $\nu_{i}$. We will show that if $\rho$ is sufficiently large, $\epsilon>0$ is sufficiently small, and $i<\epsilon N^{4}$, then $f_{i}$ is intrinsic Lipschitz and the set on which $f_{i}$ and $\psi_{i}$ differ is small.
Proposition 3.1. Let $A>1$ be sufficiently large. If $\rho$ is sufficiently large (depending on $A$ ), then for each $i, f_{i}$ is a smooth function supported in $U$ such that $\left\|\nabla_{f_{i}} f_{i}\right\|_{\infty} \leq 1$. In particular, $f_{i}$ is intrinsic Lipschitz. Furthermore, $\left.f_{i}\right|_{S_{i-1}^{c}} ^{c}=\left.\psi_{i}\right|_{S_{i-1}^{c}}$ and $\mu\left(S_{i}\right) \lesssim i A^{-4}$.

By (17), it suffices to show that $\left\|\nabla_{f_{i}} f_{i}\right\|_{\infty} \leq 1$ and $\mu\left(S_{i-1}\right) \lesssim i A^{-4}$.
We will need some bounds from [NY20]. As in [NY20], let

$$
D_{i}=\nabla_{\psi_{i+1}} \psi_{i+1}-\nabla_{\psi_{i}} \psi_{i} \quad \quad \tilde{D}_{i}=\nabla_{f_{i+1}} f_{i+1}-\nabla_{f_{i}} f_{i}
$$

By (16) and (17), we have $f_{i+1}\left|S_{i}^{c}=\psi_{i+1}\right| S_{i}^{c}$ and $f_{i+1}\left|S_{i}=f_{i}\right| S_{i}$. Therefore, $\tilde{D}_{i}=\mathbf{1}_{S_{i}^{c}} D_{i}$. In particular, $\left\|\tilde{D}_{i}\right\|_{\infty} \leq\left\|D_{i}\right\|_{\infty}$.

The following bounds on $\tilde{D}_{i}$ are based on the bounds on $D_{i}$ proved in [NY20].
Lemma 3.2. Let $j \leq i$ and $x, y \in Q_{i, k}$. Then

$$
\left|\tilde{D}_{j}(x)-\tilde{D}_{j}(y)\right| \lesssim A^{-2} \rho^{j-i}
$$

Proof. The $D_{j}$-version of this inequality is Lemma 3.12 of [NY20]. The proof only uses the $L_{\infty}$ bounds of $D_{j}$ and derivatives of $D_{j}$. As $\tilde{D}_{j}$ satisfy those same bounds, the proof also works for $\tilde{D}_{j}$.
Lemma 3.3. For every $\rho \geq 8$ and $A \geq 1$, we have

$$
\begin{align*}
\left\|\tilde{D}_{i}\right\|_{\infty} & \lesssim A^{-2}, \quad \forall i \geq 0 \\
\left|\left\langle\tilde{D}_{i}, \tilde{D}_{j}\right\rangle\right| & \lesssim A^{-4} \rho^{j-i}, \quad \forall 0 \leq i \leq j . \tag{18}
\end{align*}
$$

Proof. The corresponding $D_{i}$ version of the inequalities is Lemma 3.9 from [NY20]. The first inequality now follows from the bound $\left\|\tilde{D}_{i}\right\|_{\infty} \leq\left\|D_{i}\right\|_{\infty}$. The proof of the second bound in [NY20] uses the bound

$$
\left|\int_{Q_{n, k}} D_{m}(w) D_{n}(w) \mathrm{d} w\right| \lesssim A^{-4} \rho^{m-n} \mathcal{H}^{3}\left(Q_{n, k}\right)
$$

for $n \geq m$.
Let $0 \leq i \leq j$. For each $1 \leq k \leq k_{j}$, we consider two cases. If $Q_{j, k} \in \mathcal{S}_{j}$, then $\tilde{D}_{j}=0$ on $Q_{j, k}$, so $\int_{Q_{j, k}} \tilde{D}_{i} \tilde{D}_{j} \mathrm{~d} w=0$. Otherwise, if $Q_{j, k} \notin \mathcal{S}_{j}$, then $\operatorname{int} Q_{j, k} \cap S_{i}=\operatorname{int} Q_{j, k} \cap S_{j}=\emptyset$, so $\tilde{D}_{i}=D_{i}$ and $\tilde{D}_{j}=D_{j}$ on $Q_{j, k}$. Therefore,

$$
\left|\int_{Q_{j, k}} \tilde{D}_{i}(w) \tilde{D}_{j}(w) \mathrm{d} w\right| \lesssim A^{-4} \rho^{j-i} \mathcal{H}^{3}\left(Q_{j, k}\right) .
$$

Since the $Q_{j, k}$ 's partition $U$, we sum this inequality over $k$ to obtain (18).
Now we use these bounds to show that $\left\|\nabla_{f_{i}} f_{i}\right\|_{\infty} \leq 1$.
Lemma 3.4. If $A$ is sufficiently large, then for all $i,\left\|\nabla_{f_{i}} f_{i}\right\|_{\infty} \leq 1$.
Proof. We suppose that $A$ is large enough that $\left\|\tilde{D}_{i}\right\|_{\infty} \leq \frac{1}{4}$ for all $i$ and proceed by induction on $i$. Since $f_{0}=0$, the lemma is clear for $i=0$.

Suppose that $i \geq 0$ and $\left\|\nabla_{f_{i}} f_{i}\right\|_{\infty} \leq 1$. On one hand, if $v \notin S_{i}$, then $\left|\nabla_{f_{i}} f_{i}(v)\right| \leq \frac{1}{2}$, and

$$
\left|\nabla_{f_{i+1}} f_{i+1}(v)\right| \leq\left|\nabla_{f_{i}} f_{i}(v)\right|+\left\|\tilde{D}_{i}\right\|_{\infty}<1
$$

On the other hand, if $v \in S_{i}$, then $\left|\nabla_{f_{i+1}} f_{i+1}(v)\right|=\left|\nabla_{f_{i}} f_{i}(v)\right| \leq 1$ by (16).

It remains to bound $\mu\left(S_{i}\right)$. Let $i \geq 0$. Recall that $S_{i}=\bigcup\left(\mathcal{S}_{i}\right)$ and that any pseudoquad $Q \in \mathcal{S}_{i}$ either satisfies $\left\|\nabla_{f_{i}} f_{i}\right\|_{L_{\infty}(Q)} \geq \frac{1}{2}$ or is a child of some pseudoquad of $\mathcal{S}_{i-1}$. Let

$$
\mathcal{M}_{i}=\mathcal{S}_{i} \backslash \bigcup_{Q \in \mathcal{S}_{i-1}} \mathcal{C}(Q)
$$

Then if $M \in \mathcal{M}_{i}$, then $\left\|\nabla_{f_{i-1}} f_{i-1}(x)\right\|_{L_{\infty}(M)} \geq \frac{1}{2}$. If $Q \in \mathcal{S}_{i} \backslash \mathcal{M}_{i}$, then $Q$ is a child of an element of $\mathcal{S}_{i-1}$. By induction, any $Q \in \mathcal{S}_{i}$ is a descendant of an element of $\mathcal{S}_{j}$ for some $j \leq i$, i.e., $Q$ is a descendant of an element of $\mathcal{B}_{i}:=\bigcup_{j=0}^{i} \mathcal{M}_{j}$. Furthermore, if $M, M^{\prime} \in \mathcal{B}_{i}, M \neq M^{\prime}$, then neither is a descendant of the other, so $M$ and $M^{\prime}$ are disjoint.

We will thus bound $\mu\left(S_{i}\right)$ by bounding the size of $\mathcal{B}_{i}$, then bounding the size of the set of descendants of pseudoquads in $\mathcal{B}_{i}$. We bound $\mathcal{B}_{i}$ by showing that $\nabla_{f_{i}} f_{i}$ is large on the pseudoquads in $\mathcal{B}_{i}$.

Lemma 3.5. Suppose $\rho$ is sufficiently large. Let $Q \in \mathcal{B}_{i}$. Then $\left|\nabla_{f_{i}} f_{i}(v)\right| \geq$ $\frac{1}{4}$ for all $v \in Q$.

Proof. If $Q \in \mathcal{B}_{i}$, then $Q \in \mathcal{M}_{j}$ for some $j \leq i$, so $\left\|\nabla_{f_{j}} f_{j}\right\|_{L_{\infty}(Q)} \geq \frac{1}{2}$. Furthermore, since $Q \subset S_{j}$, (16) implies that $\nabla_{f_{j}} f_{j}=\nabla_{f_{i}} f_{i}$ on $Q$.

Let $y \in Q$ be such that $\left|\nabla_{f_{j}} f_{j}(y)\right| \geq 1 / 2$, and let $x \in Q$. By Lemma 3.2,

$$
\begin{aligned}
\left|\nabla_{f_{i}} f_{i}(x)-\nabla_{f_{i}} f_{i}(y)\right| & =\left|\nabla_{f_{j}} f_{j}(x)-\nabla_{f_{j}} f_{j}(y)\right| \\
& \leq \sum_{k=0}^{j-1}\left|\tilde{D}_{k}(x)-\tilde{D}_{k}(y)\right| \lesssim \sum_{k=0}^{j-1} A^{-2} \rho^{k-j} \leq 2 A^{-2} \rho^{-1} .
\end{aligned}
$$

If $\rho$ is sufficiently large, this gives $\left|\nabla_{f_{i}} f_{i}(x)-\nabla_{f_{i}} f_{i}(y)\right|$ and thus $\left|\nabla_{f_{i}} f_{i}(x)\right| \geq$ $\frac{1}{4}$, as desired.

Thus, we can bound the size of $\mathcal{M}_{k}$ using the following bound on $\nabla_{f_{k}} f_{k}$.
Lemma 3.6. For all $k$,

$$
\left\|\nabla_{f_{k}} f_{k}\right\|_{2} \lesssim A^{-2} \sqrt{k}
$$

Proof. By Lemma 3.3,

$$
\begin{aligned}
& \int_{V_{0}}\left|\nabla_{f_{k}} f_{k}(x)\right|^{2} \mathrm{~d} x=\int_{V_{0}}\left(\sum_{j=0}^{k-1} \tilde{D}_{j}\right)^{2} \mathrm{~d} x \\
& =\sum_{j=0}^{k-1}\left\|\tilde{D}_{j}\right\|_{L_{2}}^{2}+2 \sum_{0 \leq i<j \leq k-1}\left\langle\tilde{D}_{i}, \tilde{D}_{j}\right\rangle \lesssim k A^{-4}+\sum_{i=0}^{k-1} \sum_{k=1}^{\infty} A^{-4} \rho^{-k} \lesssim k A^{-4},
\end{aligned}
$$

so $\left\|\nabla_{f_{k}} f_{k}\right\|_{2} \lesssim A^{-2} \sqrt{k}$.
Now we bound the size of the set of descendants of a pseudoquad. We will need the following lemma, which is part of Lemma 3.10 of [NY20].
Lemma 3.7. Let $R_{z}$ be the $z$-coordinate of any of the maps $R_{i, j}$. If $\rho>8$, then for all $(s, t) \in\left[0, A r_{i}\right] \times\left[0, r_{i}^{2}\right]$,

$$
\frac{3}{4} \leq \frac{\partial R_{z}}{\partial t}(s, t) \leq \frac{4}{3}
$$

The following bound on the heights of pseudoquads follows immediately.
Lemma 3.8. Let $i \geq 0$ and let $1 \leq j \leq k_{i}$. Let $I \subset \mathbb{R}$ and $g_{1}, g_{2}: I \rightarrow \mathbb{R}$ be such that

$$
Q_{i, j}=\left\{(x, 0, z) \mid x \in I, z \in\left[g_{1}(x), g_{2}(x)\right]\right\} .
$$

Then

$$
\begin{equation*}
\frac{3}{4} r_{i}^{2} \leq g_{2}(x)-g_{1}(x) \leq \frac{4}{3} r_{i}^{2}, \quad \forall x \in I \tag{19}
\end{equation*}
$$

Proof. Let $x_{0}=\min (I)$. Then $Q_{i, j}$ is the image of a map $R_{i, j}:\left[0, A r_{i}\right] \times$ $\left[0, r_{i}^{2}\right] \rightarrow V_{0}$ such that $R_{i, j}(s, t)=\left(x_{0}+s, 0, R_{z}(s, t)\right)$. In particular, $g_{1}(x)=$ $R_{z}\left(x-x_{0}, 0\right)$ and $g_{2}(x)=R_{z}\left(x-x_{0}, r_{i}^{2}\right)$. The Mean Value Theorem along with Lemma 3.7 then gives the desired bound.

As each $Q_{i, j}$ has width $A r_{i}$, we immediately get the following corollary.
Corollary 3.9. For any $i, j \geq 0$, we have that $\frac{3}{4} A r_{i}^{3} \leq\left|Q_{i, j}\right| \leq \frac{4}{3} A r_{i}^{3}$.

For each pseudoquad $Q$, let $\tilde{Q}=\bigcup(\mathcal{D}(Q))$ so that

$$
\begin{equation*}
S_{i} \subset \bigcup_{Q \in \mathcal{B}_{i}} \tilde{Q} \tag{20}
\end{equation*}
$$

Our next lemma bounds $\mu(\tilde{Q})$.
Lemma 3.10. For any $i$ and any $Q \in \mathcal{Q}_{i}, \mu(\tilde{Q}) \lesssim \mu(Q)$.
Proof. Let $I \subset \mathbb{R}$ and $g_{1}, g_{2}: I \rightarrow \mathbb{R}$ be such that $I$ is an interval of length $A r_{i}$ and

$$
Q=\left\{(x, 0, z) \in V_{0} \mid x \in I, z \in\left[g_{1}(x), g_{2}(x)\right]\right\} .
$$

We consider $\bigcup(\mathcal{C}(Q))$. If $Q^{\prime}$ is a child of $Q$, then

$$
Q^{\prime}=\left\{(x, 0, z) \in V_{0} \mid x \in I^{\prime}, z \in\left[g_{1}^{\prime}(x), g_{2}^{\prime}(x)\right]\right\}
$$

for some $I^{\prime}, g_{1}^{\prime}$, and $g_{2}^{\prime}$ such that $I^{\prime} \subset I$.
By our choice of $Q$ and $Q^{\prime}$, the top and bottom curves of $Q$ are characteristic curves of $\psi_{i}$ and the top and bottom curves of $Q^{\prime}$ are characteristic curves of $\psi_{i+1}$. Since $\kappa_{i}$ is 0 on a neighborhood of $\partial Q$, we have $\psi_{i}=\psi_{i+1}$ on $\partial Q$, so the top and bottom curves of $Q$ are also characteristic curves of $\psi_{i+1}$. Since $\psi_{i+1}$ is smooth, its characteristic curves don't intersect, so the top and bottom edges of $Q^{\prime}$ don't cross $\partial Q$. Thus, since there is some $x \in I^{\prime}$ such that $\left[g_{1}(x), g_{2}(x)\right]$ intersects $\left[g_{1}^{\prime}(x), g_{2}^{\prime}(x)\right]$, it must be true that $\left[g_{1}(x), g_{2}(x)\right]$ intersects $\left[g_{1}^{\prime}(x), g_{2}^{\prime}(x)\right.$ ] for all $x \in I^{\prime}$. By Lemma 3.8, this implies $\left[g_{1}^{\prime}(x), g_{2}^{\prime}(x)\right] \subset\left[g_{1}(x)-\frac{4}{3} r_{i+1}^{2}, g_{2}(x)+\frac{4}{3} r_{i+1}^{2}\right]$ and thus

$$
\bigcup(\mathcal{C}(Q)) \subset\left\{(x, 0, z) \in V_{0}: x \in I, z \in\left[g_{1}(x)-\frac{4}{3} r_{i+1}^{2}, g_{2}(x)+\frac{4}{3} r_{i+1}^{2}\right]\right\} .
$$

By induction,

$$
\tilde{Q} \subset\left\{(x, 0, z) \in V_{0}: x \in I, z \in\left[g_{1}(x)-\sum_{j=i}^{\infty} \frac{4}{3} r_{j+1}^{2}, g_{2}(x)+\sum_{j=i}^{\infty} \frac{4}{3} r_{j+1}^{2}\right]\right\}
$$

The upper and lower bounds are geometric series, so by Corollary 3.9,

$$
\mu(\tilde{Q}) \leq \mu(Q)+\frac{16}{3} r_{i+1}^{2} \cdot A r_{i} \leq \mu(Q)+\frac{16}{3} \rho^{-2} A r_{i}^{3} \leq 4 \mu(Q)
$$

Finally, we prove the proposition.
Proof of Proposition 3.1. Let $i \geq 0$. By Lemma 3.4, we have $\left\|\nabla_{f_{i}} f_{i}\right\|_{\infty} \leq 1$. It remains to bound the measure of $S_{i}$.

By (20), we have $S_{i} \subset \bigcup_{Q \in \mathcal{B}_{i}} \tilde{Q}$, where $\mathcal{B}_{i}$ is a collection of disjoint pseudoquads. Furthermore, by Lemma 3.5, we have $\left|\nabla_{f_{i}} f_{i}(v)\right| \geq \frac{1}{4}$ for all $v \in \bigcup\left(\mathcal{B}_{i}\right)$. By Lemma 3.10,

$$
\mu\left(S_{i}\right) \leq \sum_{Q \in \mathcal{B}_{i}} \mu(\tilde{Q}) \lesssim \sum_{Q \in \mathcal{B}_{i}} \mu(Q)=\mu\left(\bigcup\left(\mathcal{B}_{i}\right)\right) .
$$

By Chebyshev's Inequality and Lemma 3.6,

$$
\mu\left(\bigcup\left(\mathcal{B}_{i}\right)\right) \leq 16\left\|\nabla_{f_{i}} f_{i}\right\|_{2}^{2} \lesssim i A^{-4}
$$

so $\mu\left(S_{i}\right) \lesssim i A^{-4}$, as desired.
In addition to the intrinsic Lipschitz condition, $f_{i}$ satisfies a higher-order Sobolev condition. We state this condition in terms of a family of differential operators on smooth functions $V_{0} \rightarrow \mathbb{R}$. Let $Z$ be the operator $Z=\frac{\partial}{\partial z}$. The pseudoquads in $\mathcal{Q}_{i}$ have width $A r_{i}$ and height $r_{i}^{2}$, and we define rescaled operators

$$
\hat{Z}_{i}=r_{i}^{2} Z \quad \hat{\partial}_{i}=A r_{i} \nabla_{f_{i}}
$$

For $i \geq 0$ and $n \geq 1$, we let $\left\{\hat{Z}_{i}, \hat{\partial}_{i}\right\}^{n}$ denote the differential operators $E$ that can be expressed as $E=E_{1} \cdots E_{n}$ where $E_{j} \in\left\{\hat{Z}_{i}, \hat{\partial}_{i}\right\}$ for all $1 \leq j \leq n$. We call these words of length $n$ in the alphabet $\left\{\hat{Z}_{i}, \hat{\partial}_{i}\right\}$. As a special case, $\left\{\hat{Z}_{i}, \hat{\partial}_{i}\right\}^{0}=\{\mathrm{id}\}$.

The following lemma bounds $E f_{i}$ when $E \in\left\{\hat{Z}_{i}, \hat{\partial}_{i}\right\}^{k}$. This generalizes the bounds in [NY20, Lemma 3.10].

Lemma 3.11. Given $d \geq 2$, there exists $\rho_{0}>0$ so that if $\rho \geq \rho_{0}, i \geq 0$, $k \leq d$, and $E \in\left\{\hat{Z}_{i}, \hat{\partial}_{i}\right\}^{k}$, then

$$
\left\|E \nu_{i}\right\|_{\infty} \lesssim{ }_{d} A^{-1} r_{i} .
$$

Furthermore, if $E \notin\left\{\mathrm{id}, \hat{\partial}_{i}\right\}$, then

$$
\left\|E f_{i}\right\|_{\infty} \lesssim d A^{-1} r_{i} \rho^{-1} .
$$

In particular,

$$
\begin{equation*}
\left\|\nabla_{f_{i}}^{2} f_{i}\right\|_{\infty} \lesssim A^{-3} r_{i}^{-1} \rho^{-1} \quad\left\|Z f_{i}\right\|_{\infty} \lesssim A^{-1} r_{i}^{-1} \rho^{-1} \tag{21}
\end{equation*}
$$

The coefficients in this lemma are related to the dimensions of the pseudoquads in $\mathcal{Q}_{i}$. As noted above, these pseudoquads have width and height corresponding to $\hat{\partial}_{i}$ and $\hat{Z}_{i}$. The coefficient $A^{-1} r_{i}$ comes from the fact that $\left\|\nu_{i}\right\|_{\infty}=A^{-1} r_{i}\|\kappa\|_{\infty} \approx A^{-1} r_{i}$. Thus, when $\rho$ is large, $f_{i}$ is close to affine on any of the pseudoquads in $\mathcal{Q}_{i}$.

The proof of Lemma 3.11 is rather technical, and we leave it to Appendix A.
3.1. Rescaling. Let $\Sigma_{i}=\Gamma_{f_{i}}$. Because the singular integrals we consider are scale-invariant and translation-invariant, it will be convenient to define rescaled and translated versions of $f_{i}$ and $\nu_{i}$. Let $i \geq 0$ and let $p_{0} \in \Sigma_{i}$.

Let $s_{i}:=s_{r_{i}^{-1}}$. Let $\alpha=\alpha_{p_{0}, i}: \mathbb{H} \rightarrow \mathbb{R}$,

$$
\alpha(p)=r_{i}^{-1}\left(-y\left(p_{0}\right)+f_{i}\left(p_{0} s_{i}^{-1}(p)\right)\right) .
$$

By Lemmas 2.2 and 2.3, we have $\Gamma_{\alpha}=s_{i}\left(p_{0}^{-1} \Sigma_{i}\right)$ and

$$
\Psi_{\alpha}(p)=s_{i}\left(p_{0}^{-1} \Psi_{f_{i}}\left(p_{0} s_{i}^{-1}(p)\right)\right) .
$$

In particular, we have $\mathbf{0} \in \Gamma_{\alpha}$ and $\alpha(\mathbf{0})=0$.
Let $\gamma=\gamma_{p_{0}, i}: \mathbb{H} \rightarrow \mathbb{R}, \gamma(p)=r_{i}^{-1} \nu_{i}\left(p_{0} s_{i}^{-1}(p)\right)$. Then for any $t \in \mathbb{R}$, we have

$$
\alpha(p)+t \gamma(p)=r_{i}^{-1}\left(-y\left(p_{0}\right)+\left(f_{i}+t \nu_{i}\right)\left(p_{0} s_{i}^{-1}(p)\right)\right)
$$

and

$$
\Gamma_{\alpha+t \gamma}=s_{i}\left(p_{0}^{-1} \Gamma_{f_{i}+t \nu_{i}}\right) .
$$

These functions satisfy the following consequence of Lemma 3.11.
Lemma 3.12. There exists $\rho_{0}>0$ and $c>0$ such that if $\rho \geq \rho_{0}, i \geq 0$, $k \leq 3$, and $\alpha$ and $\gamma$ are defined as above for some $p_{0} \in \Sigma_{i}$, then $\|\gamma\|_{\infty} \leq$ $c A^{-1},\left\|\nabla_{\alpha} \alpha\right\|_{\infty} \leq 1$, and

$$
\begin{equation*}
\|F \gamma\|_{\infty} \leq c A^{-\# \nabla_{\alpha}(F)-1}, \quad \forall F \in\left\{\nabla_{\alpha}, Z\right\}^{k} \tag{22}
\end{equation*}
$$

where $\# \nabla_{\alpha}(F)$ is the number of occurrences of $\nabla_{\alpha}$ in $F$. Moreover, if $F \notin\left\{\mathrm{id}, \nabla_{\alpha}\right\}$, then

$$
\begin{equation*}
\|F \alpha\|_{\infty} \leq c A^{-\# \nabla_{\alpha}(F)-1} \rho^{-1} . \tag{23}
\end{equation*}
$$

Proof. In fact, we will show that for any $d \geq 2$, there is a $\rho_{0}$ such that if $\rho \geq \rho_{0}, i \geq 0$, then (22) and (23) hold for all $k \leq d$. Let $\hat{\partial}=A \nabla_{\alpha}$. It suffices to show that if $\rho$ is sufficiently large, then $\|F \gamma\|_{\infty} \lesssim d A^{-1}$ for all $F \in\{\hat{\partial}, Z\}^{k}$ and, if $F \notin\{\mathrm{id}, \hat{\partial}\},\|F \alpha\|_{\infty} \lesssim_{d} \rho^{-1}$.

Let $r=r_{i}$ and $s=s_{r^{-1}}$. Let $L(g)=s\left(p_{0}^{-1} g\right)$ so that $\Gamma_{\alpha}=L\left(\Sigma_{i}\right)$ and

$$
\begin{aligned}
& \alpha(p)=r^{-1}\left(-y\left(p_{0}\right)+\left(f_{i} \circ L^{-1}\right)(p)\right), \\
& \gamma(p)=r^{-1} \nu_{i} \circ L^{-1}(p) .
\end{aligned}
$$

Since $L$ sends horizontal curves in $\Sigma_{i}$ to horizontal curves in $\Gamma_{\alpha}$, it sends integral curves of $\nabla_{f_{i}}$ to integral curves of $\nabla_{\alpha}$. Therefore, $L_{*} \nabla_{f_{i}}=r^{-1} \nabla_{\alpha}$, and

$$
\begin{equation*}
L_{*} \hat{\partial}_{i}=L_{*}\left(A r \nabla_{f_{i}}\right)=A r r^{-1} \nabla_{\alpha}=\hat{\partial} \tag{24}
\end{equation*}
$$

Likewise, $L_{*} \hat{Z}_{i}=L_{*}\left(r^{2} Z\right)=Z$.
Let $F=F(\hat{\partial}, Z)$ be a word of length at most $d$ in the letters $\hat{\partial}$ and $Z$ and let $F^{\prime}=F\left(\hat{\partial}_{i}, \hat{Z}_{i}\right)$ be $F$ with $\hat{\partial}$ replaced by $\hat{\partial}_{i}$ and $Z$ by $\hat{Z}_{i}$. Then $L_{*}\left(F^{\prime}\right)=F$, so

$$
F \gamma=F\left[r^{-1}\left(\nu_{i} \circ L^{-1}\right)\right]=r^{-1} F^{\prime}\left[\nu_{i}\right] \circ L^{-1} .
$$

Lemma 3.11 implies that if $\rho$ is sufficiently large, then

$$
\|F \gamma\|_{\infty}=r^{-1}\left\|F^{\prime}\left[\nu_{i}\right]\right\|_{\infty} \lesssim_{d} A^{-1} .
$$

This proves (22).
Similarly, if $F \neq \mathrm{id}$, then

$$
F \alpha=r^{-1} F\left[-y\left(p_{0}\right)+f_{i} \circ L^{-1}\right]=r^{-1} F^{\prime}\left[f_{i}\right] \circ L^{-1} .
$$

If $F=\hat{\partial}$, this implies that

$$
\nabla_{\alpha} \alpha=A^{-1} \hat{\partial} \alpha=A^{-1} r^{-1} \hat{\partial}_{i} f_{i} \circ L^{-1}=\nabla_{f_{i}} f_{i} \circ L^{-1}
$$

so $\left\|\nabla_{\alpha} \alpha\right\|_{\infty}=\left\|\nabla_{f_{i}} f_{i}\right\|_{\infty} \leq 1$. Otherwise, if $F \notin\{\mathrm{id}, \hat{\partial}\}$, Lemma 3.11 implies that $\|F \alpha\|_{\infty} \lesssim{ }_{d} A^{-1} \rho^{-1} \leq \rho^{-1}$. This proves (23).

## 4. Lower bounds on $\beta$-Numbers

In this section, we prove Theorem 1.2. In fact, Theorem 1.2 is an immediate consequence of the following bound.

Proposition 4.1. There is a $\delta_{0}>0$ with the following property. Let $0<$ $\delta<\delta_{0}, A>1$, and $p>0$. If $\rho>1$ is sufficiently large, $N=\left\lfloor\delta A^{4}\right\rfloor, f_{i}$ is constructed as in Section 3, $\Gamma=\Gamma_{f_{N}}$, and $U=[0,1] \times\{0\} \times[0,1]$, then

$$
\int_{0}^{R} \int_{\Psi_{f_{N}}(U)} \beta_{\Gamma}(v, r)^{p} \mathrm{~d} v \frac{\mathrm{~d} r}{r} \gtrsim N A^{-p} \gtrsim \delta A^{4-p}
$$

We prove this by introducing a parametric version of $\beta_{\Gamma}(v, r)$. For any measurable function $\psi: \mathbb{H} \rightarrow \mathbb{R}$ which is constant on cosets of $\langle Y\rangle$, we define $V(v, r)=\Pi(B(v, r))$ and

$$
\gamma_{\psi}(v, r)=r^{-4} \inf _{h \in \operatorname{Aff}}\|\psi-h\|_{L_{1}(V(v, r))}
$$

where Aff denotes the set of functions of the form $\alpha(v)=a x(v)+b, a, b \in \mathbb{R}$. Note that all vertical planes that are not parallel to the $y z$-plane are graphs of functions in Aff.

When $\psi$ is intrinsic Lipschitz, $\beta_{\Gamma_{\psi}}$ and $\gamma_{\psi}$ are comparable.
Lemma 4.2. Let $\lambda \in(0,1)$. There is a $c>1$ such that for any $\lambda$-intrinsic Lipschitz function $\psi: \mathbb{H} \rightarrow \mathbb{R}$, any $x \in \Gamma_{\psi}$, and any $r>0$,

$$
\beta_{\Gamma_{\psi}}\left(x, c^{-1} r\right) \lesssim_{\lambda} \gamma_{\psi}(x, r) \lesssim_{\lambda} \beta_{\Gamma_{\psi}}(x, c r) .
$$

The proof of this lemma uses the fact that if $h(v)=a x(v)+b$ is affine and $P=\Gamma_{h}$ is the corresponding vertical plane, then $d_{\text {Kor }}(w, P) \approx_{a}|y(w)-h(w)|$ for all $w \in \mathbb{H}$. Since the constant in this inequality depends on $a$, we will need the following lemma.

Lemma 4.3. Let $\lambda \in(0,1)$. There exist $m>0$ and $\epsilon>0$ such that for any $\lambda$-intrinsic Lipschitz graph $\Gamma_{\psi}$, any $u \in \Gamma_{\psi}$ and any vertical plane $P$, if

$$
\begin{equation*}
\int_{B(u, r) \cap \Gamma_{\psi}} d_{\text {Kor }}(w, P) \mathrm{d} \mu(w)<\epsilon r^{4}, \tag{25}
\end{equation*}
$$

then $\mid$ slope $P \mid<m$.
Proof. Since $\Gamma_{\psi}$ is Ahlfors 3-regular, there is a $c=c(\lambda)>0$ such that $\mu\left(\Gamma_{\psi} \cap B(w, s)\right) \geq c s^{3}$ for all $w \in \Gamma_{\psi}$ and $s>0$.

Let $\epsilon=c \delta^{4}$, let $\delta=\frac{1-\lambda}{100}$, let $m=(4 \delta)^{-1}$, and let $P$ be a vertical plane satisfying (25). We claim that if $v \in \Gamma_{\psi} \cap B\left(u, \frac{r}{2}\right)$, then $d_{\mathrm{Kor}}(v, P)<2 \delta r$. Suppose not. Then $B(v, \delta r) \subset B(u, r)$ and

$$
d_{\mathrm{Kor}}\left(\Gamma_{\psi} \cap B(v, \delta r), P\right) \geq \delta r,
$$

so

$$
\int_{B(u, r) \cap \Gamma_{\psi}} d_{\text {Kor }}(w, P) \mathrm{d} \mu(w) \geq \mu\left(\Gamma_{\psi} \cap B(v, \delta r)\right) \delta r \geq c \delta^{4} r^{4}=\epsilon r^{4}
$$

This is a contradiction, so $d_{\text {Kor }}(v, P)<2 \delta r$.
It follows that $d_{\text {Kor }}(u, P)<2 \delta r$. By Lemma 2.6, $\left|\psi\left(u X^{x}\right)-\psi(u)\right| \leq \frac{2}{1-\lambda}|x|$ for any $x \in \mathbb{R}$, so if $v:=\Psi_{\psi}\left(u X^{8 \delta r}\right)$, then

$$
d_{\mathrm{Kor}}(u, v) \leq 8 \delta r+\left|\psi\left(u X^{8 \delta r}\right)-\psi(u)\right| \leq \frac{8}{100} r+\frac{16}{100} r \leq \frac{r}{4}
$$

That is, $v \in \Gamma_{\psi} \cap B\left(u, \frac{r}{2}\right)$, so $d_{\text {Kor }}(v, P)<2 \delta r$.
Let $u^{\prime} \in P \cap B(u, 2 \delta r)$ and let $v^{\prime} \in P \cap B(v, 2 \delta r)$. Then

$$
\left|x\left(v^{\prime}\right)-x\left(u^{\prime}\right)\right| \geq|x(v)-x(u)|-4 \delta r=4 \delta r
$$

and

$$
\left|y\left(v^{\prime}\right)-y\left(u^{\prime}\right)\right| \leq|y(v)-y(u)|+4 \delta r \leq \frac{r}{4}+4 \delta r \leq r
$$

Thus

$$
|\operatorname{slope}(P)|=\frac{\left|y\left(v^{\prime}\right)-y\left(u^{\prime}\right)\right|}{\left|x\left(v^{\prime}\right)-x\left(u^{\prime}\right)\right|} \leq(4 \delta)^{-1}=m
$$

as desired.
We now prove Lemma 4.2.
Proof of Lemma 4.2. Let $\Gamma=\Gamma_{\psi}$, let $x \in \Gamma$, and $r>0$. Let $c=c(\lambda)>0$ be as in Lemma 2.7, so that $V(p, s) \subset \Pi(B(p, c s) \cap \Gamma)$ for all $p \in \Gamma$ and $s>0$. Note that by the area formula, we have

$$
\mathcal{H}^{3}(S) \approx \int_{\Pi(S)} \sqrt{1+\nabla_{\psi} \psi(v)} \mathrm{d} v=\int_{S} \sqrt{1+\nabla_{\psi} \psi(v)} \mathrm{d} v \approx_{\lambda} \mu(S)
$$

for any Borel set $S \subset \Gamma$.
We first prove that $\beta_{\Gamma}\left(x, c^{-1} r\right) \lesssim \lambda \gamma_{\psi}(x, r)$. Let $h: V_{0} \rightarrow \mathbb{R}$ be an affine function so that $r^{-4}\|\psi-h\|_{L_{1}(V(x, r))} \leq 2 \gamma_{\psi}(x, r)$ and let $P=\Gamma_{h}$. Then $d_{\text {Kor }}(v, P) \leq|\psi(v)-h(v)|$ for all $y \in \Gamma$ and $\Pi\left(B\left(x, c^{-1} r\right) \cap \Gamma\right) \subset V(x, r)$, so

$$
\begin{aligned}
\beta\left(x, c^{-1} r\right) & \lesssim_{\lambda} r^{-4} \int_{B\left(x, c^{-1} r\right) \cap \Gamma} d_{\text {Kor }}(v, P) \mathrm{d} \mu(v) \\
& \leq r^{-4} \int_{V(x, r)}|\psi(v)-h(v)| \mathrm{d} \mu(v) \\
& \leq 2 \gamma_{\psi}(x, r)
\end{aligned}
$$

Next, we show that $\gamma_{\psi}(x, r) \lesssim \lambda \beta_{\Gamma}(x, c r)$. Let $m=m(\lambda), \epsilon=\epsilon(\lambda)$ be as in Lemma 4.3. Suppose first that $\beta_{\Gamma}(x, c r)<\frac{\epsilon}{2}$. Then there is a vertical plane $P$ that satisfies (25) and thus $|\operatorname{slope}(P)|<m$. Let $g$ be the affine
function such that $\Gamma_{g}=P$; then $d_{\text {Kor }}(v, P) \approx_{m}|g(v)-\psi(v)|$ for all $v \in \Gamma$ (Lemma 2.5). Therefore, since $V(x, r) \subset \Pi(B(p, c r) \cap \Gamma)$,

$$
\begin{aligned}
\gamma_{\psi}(x, r) & \leq r^{-4} \int_{V(x, r)}|g(v)-\psi(v)| \mathrm{d} \mu(v) \\
& \lesssim \lambda r^{-4} \int_{B(x, c r) \cap \Gamma} d_{\mathrm{Kor}}(v, P) \mathrm{d} \mu(v) \\
& \lesssim \lambda \beta_{\Gamma}(x, c r)
\end{aligned}
$$

Now suppose $\beta_{\Gamma}(x, c r) \geq \frac{\epsilon}{2} \gtrsim_{\lambda} 1$. Let $h$ be the constant (affine) function $h(v)=\psi(x)$. By Lemma 2.6, for $y \in B(x, r)$, we have

$$
|h(\Pi(y))-\psi(\Pi(y))|=|\psi(x)-\psi(y)| \leq \frac{2}{1-\lambda} r
$$

so $|h(v)-\psi(v)| \lesssim_{\lambda} r$ for all $v \in V(x, r)$. Therefore,

$$
\gamma_{\psi}(x, r) \leq r^{-4}\|f-h\|_{L_{1}(V(x, r))} \lesssim \lambda r^{-4} \cdot r \mu(V(x, r)) \lesssim 1 \lesssim \lambda \beta_{\Gamma}(x, r)
$$

as desired.

We can thus prove Proposition 4.1 by bounding $\gamma_{\nu_{i}}$ and $\gamma_{f_{i}}$. We will prove the following.

Lemma 4.4. For any $A>1$, the following properties hold for all sufficiently large $\rho$. Let $i<k$. Let $v \in \Gamma_{f_{k}}$ and let $b>0$. Then

$$
\begin{equation*}
\gamma_{f_{i}}\left(v, b r_{i}\right) \lesssim_{b} A^{-1} \rho^{-1} \tag{26}
\end{equation*}
$$

Let $J_{i}$ be as in Section 3, let $j \in J_{i}$, and let $s_{0} \in\left[\frac{1}{3} A r_{i}, \frac{2}{3} A r_{i}\right], t_{0} \in\left[0, r_{i}^{2}\right]$, and $w=\Psi_{f_{k}}\left(R_{i, j}\left(s_{0}, t_{0}\right)\right)$. Then

$$
\begin{equation*}
\gamma_{\nu_{i}}\left(w, 8 r_{i}\right) \gtrsim A^{-1} \tag{27}
\end{equation*}
$$

Proof. First, we prove (26). Let $L: \mathbb{H} \rightarrow \mathbb{R}$ be the affine function $L(p)=$ $f_{i}(v)+(x(p)-x(v)) \nabla_{f_{i}} f_{i}(v)$ and let $v^{\prime}=\Psi_{f_{i}}(v)$. Lemma 2.9 and Lemma 3.11 applied to $f_{i}$ imply that for all $u \in \mathbb{H}$,

$$
\left.\begin{array}{rl}
\left|f_{i}(u)-L(u)\right| \lesssim \lambda & d_{\operatorname{Kor}}\left(v^{\prime}, u\right)^{2}\left(\left\|\nabla_{f_{i}}^{2} f_{i}\right\|_{\infty}+\| Z\right.
\end{array} f_{i} \|_{\infty}\right) . ~\left(\stackrel{(21)}{ } d_{\operatorname{Kor}}\left(v^{\prime}, u\right)^{2} A^{-1} \rho^{-1} r_{i}^{-1}\right.
$$

Since

$$
d_{\mathrm{Kor}}\left(v^{\prime}, v\right) \leq\left|f_{i}(v)-f_{k}(v)\right| \leq \sum_{m=i}^{k-1}\left\|\nu_{m}\right\|_{\infty} \leq 2 A^{-1} r_{i}\|\kappa\|_{\infty} \leq 2 r_{i}
$$

if $u \in B\left(v, b r_{i}\right)$, then $d_{\text {Kor }}\left(u, v^{\prime}\right) \leq(b+2) r_{i}$ and

$$
\left|f_{i}(u)-L(u)\right| \leq(b+2)^{2} A^{-1} \rho^{-1} r_{i} \lesssim_{b} A^{-1} \rho^{-1} r_{i}
$$

Therefore,

$$
\begin{aligned}
& \gamma_{f_{i}}\left(v, b r_{i}\right) \leq\left(b r_{i}\right)^{-4}\left\|f_{i}-L\right\|_{L_{1}\left(V\left(v, b r_{i}\right)\right)} \\
& \lesssim b r_{i}^{-1}\left\|f_{i}-L\right\|_{L_{\infty}\left(B\left(v, b r_{i}\right)\right)} \\
& \lesssim b A^{-1} \rho^{-1}
\end{aligned}
$$

as desired.
Now we prove (27). First, let $w^{\prime}=\Psi_{f_{i}}(w)$. Then, as above, $d_{\mathrm{Kor}}\left(w, w^{\prime}\right) \leq$ $2 r_{i}$, so $V\left(w^{\prime}, 6 r_{i}\right) \subset V\left(w, 8 r_{i}\right)$. Then $\gamma_{\nu_{i}}\left(w, 8 r_{i}\right) \gtrsim \gamma_{\nu_{i}}\left(w^{\prime}, 6 r_{i}\right)$, so it suffices to prove that $\gamma_{\nu_{i}}\left(w^{\prime}, 6 r_{i}\right) \gtrsim A^{-1}$.

We first apply a change of coordinates. Let $j \in J_{i}$ and let $R=R_{i, j}$, so that $w^{\prime}=\Psi_{f_{i}}\left(R\left(s_{0}, t_{0}\right)\right)$. Let $D=R\left(\left[s_{0}-\frac{1}{12} r_{i}, s_{0}+\frac{1}{12} r_{i}\right] \times\left[0, r_{i}^{2}\right]\right)$. We claim that if $\rho$ is large enough, then $D \subset V\left(w^{\prime}, 6 r_{i}\right)$.

Let $t \in\left[0, r_{i}^{2}\right]$. Lemma 3.7 implies that $\left|z\left(R\left(s_{0}, t\right)\right)-z\left(R\left(s_{0}, t_{0}\right)\right)\right| \leq \frac{4}{3} r_{i}^{2}$, so by (21),

$$
\left|f_{i}\left(R\left(s_{0}, t\right)\right)-f_{i}\left(w^{\prime}\right)\right| \leq\left\|Z f_{i}\right\|_{\infty}\left|z\left(R\left(s_{0}, t\right)\right)-z\left(R\left(s_{0}, t_{0}\right)\right)\right| \lesssim A^{-1} \rho^{-1} r_{i}
$$

We suppose that $\rho$ is large enough that $\left|f_{i}\left(R\left(s_{0}, t\right)\right)-f_{i}\left(w^{\prime}\right)\right| \leq r_{i}$; then

$$
\begin{aligned}
& d_{\text {Kor }}\left(\Psi_{f_{i}}\left(R\left(s_{0}, t\right)\right), w^{\prime}\right) \\
& \quad \leq 2 \sqrt{\left|z\left(R\left(s_{0}, t\right)\right)-z\left(R\left(s_{0}, t_{0}\right)\right)\right|}+\left|f_{i}\left(R\left(s_{0}, t\right)\right)-f_{i}\left(w^{\prime}\right)\right| \\
& \quad \leq 2 \sqrt{\frac{4}{3} r_{i}^{2}}+r_{i} \leq 4 r_{i} .
\end{aligned}
$$

For $t \in\left[0, r_{i}^{2}\right]$, the curve $\lambda_{t}(s)=\Psi_{f_{i}}(R(s, t))$ is a horizontal curve on $\Gamma_{f_{i}}$ with velocity $\lambda_{t}^{\prime}(s)=X+\nabla_{f_{i}} f_{i}\left(\lambda_{t}(s)\right) Y$. Since $\left\|\nabla_{f_{i}} f_{i}\right\|_{\infty} \leq 1$, we have

$$
d_{\mathrm{Kor}}\left(\lambda_{t}(s), \lambda_{t}\left(s^{\prime}\right)\right) \leq \sqrt{2}\left|s-s^{\prime}\right| .
$$

If $\left|s-s_{0}\right| \leq r_{i}$, then

$$
d_{\mathrm{Kor}}\left(w^{\prime}, \Psi_{f_{i}}(R(s, t))\right) \leq d_{\mathrm{Kor}}\left(w^{\prime}, \Psi_{f_{i}}\left(R\left(s_{0}, t\right)\right)\right)+d_{\mathrm{Kor}}\left(\lambda_{t}\left(s_{0}\right), \lambda_{t}(s)\right) \leq 6 r_{i},
$$

so $R(s, t) \in \Pi\left(B\left(w^{\prime}, 6 r_{i}\right)\right)$. Thus $D \subset V\left(w^{\prime}, 6 r_{i}\right)$.
For any $h \in$ Aff,

$$
\begin{aligned}
\left\|\nu_{i}-h\right\|_{L_{1}\left(V\left(w^{\prime}, 6 r_{i}\right)\right)} & \geq \int_{D}\left|\nu_{i}(v)-h(v)\right| \mathrm{d} v \\
& \geq \frac{3}{4} \int_{s_{0}-\frac{1}{12} r_{i}}^{s_{0}+\frac{1}{12} r_{i}} \int_{0}^{r_{i}^{2}}\left|\nu_{i}(R(s, t))-h(R(s, t))\right| \mathrm{d} t \mathrm{~d} s
\end{aligned}
$$

where we used Lemma 3.7 to bound the Jacobian of $R$.
Since $h \in$ Aff is constant on vertical lines, there is an affine function $h_{0}: \mathbb{R} \rightarrow \mathbb{R}$ such that $h(R(s, t))=h_{0}(s)$. Since $j \in J_{i}$,

$$
\nu_{i}(R(s, t))=\kappa_{i, j}(R(s, t)) \stackrel{(15)}{=} A^{-1} r_{i} \kappa(\hat{s}, \hat{t}),
$$

where $\hat{s}=A^{-1} r_{i}^{-1} s$ and $\hat{t}=r_{i}^{-2} t$.

Let

$$
M=\min _{\substack{c \in \mathbb{R} \\ \hat{u} \in\left[\frac{1}{4}, \frac{3}{4}\right]}} \int_{0}^{1}|\kappa(\hat{u}, \hat{v})-c| \mathrm{d} \hat{v} .
$$

We chose $\kappa$ so that $\kappa$ is zero on $\partial[0,1]^{2}$ and positive on $\left[\frac{1}{5}, \frac{4}{5}\right]^{2}$, so $M>0$ by compactness.

Since $s_{0} \in\left[\frac{1}{3}, \frac{2}{3}\right]$, if $s \in\left[s_{0}-\frac{1}{12} r_{i}, s_{0}+\frac{1}{12} r_{i}\right]$, then $\hat{s} \in\left[\frac{1}{4}, \frac{3}{4}\right]$. Therefore, substituting $\hat{t}=r_{i}^{-2} t$, we find

$$
\begin{aligned}
\left\|\nu_{i}-h\right\|_{L_{1}\left(V\left(w^{\prime}, 6 r_{i}\right)\right)} & \gtrsim r_{i}^{2} \int_{s_{0}-\frac{1}{12} r_{i}}^{s_{0}+\frac{1}{12} r_{i}} \int_{0}^{1}\left|A^{-1} r_{i} \kappa(\hat{s}, \hat{t})-h_{0}(s)\right| \mathrm{d} \hat{t} \mathrm{~d} s \\
& \geq A^{-1} r_{i}^{3} \int_{s_{0}-\frac{1}{12} r_{i}}^{s_{0}+\frac{1}{12} r_{i}} M \mathrm{~d} s \geq \frac{1}{6} A^{-1} r_{i}^{4} M .
\end{aligned}
$$

This holds for all $h \in$ Aff, so $\gamma_{\nu_{i}}\left(w^{\prime}, 6 r_{i}\right) \gtrsim A^{-1}$.
Finally, we prove Proposition 4.1 and Theorem 1.2.
Proof of Proposition 4.1 and Theorem 1.2. By Proposition 3.1, there is a $\delta>0$ such that if $0 \leq i \leq \delta A^{4}$, then $\sum_{j \in J_{i}}\left|Q_{i, j}\right|>\frac{1}{2}$. Let $N=\left\lfloor\delta A^{4}\right\rfloor$, let $f=f_{N}$, and let $\Gamma=\Gamma_{f}$.

Let $c$ be as in Lemma 4.2. Let $0 \leq i<N$ and $j \in J_{i}$. Let $s \in\left[\frac{1}{3} A r_{i}, \frac{2}{3} A r_{i}\right]$ and $t \in\left[0, r_{i}^{2}\right]$ and let $w=\Psi_{f}\left(R_{i, j}(s, t)\right)$. For any $\psi, \phi: \mathbb{H} \rightarrow \mathbb{R}, \gamma$ satisfies the reverse triangle inequality

$$
\gamma_{\psi+\phi}(w, r) \geq \gamma_{\psi}(w, r)-\gamma_{\phi}(w, r)
$$

so since $f=f_{i}+\nu_{i}+\sum_{m=i+1}^{N-1} \nu_{m}$,

$$
\begin{equation*}
\gamma_{f}\left(w, 8 r_{i}\right) \geq \gamma_{\nu_{i}}\left(w, 8 r_{i}\right)-\gamma_{f_{i}}\left(w, 8 r_{i}\right)-\sum_{m=i+1}^{\infty} \gamma_{\nu_{m}}\left(w, 8 r_{i}\right) \tag{28}
\end{equation*}
$$

Lemma 4.4 implies that when $\rho$ is sufficiently large, $\gamma_{\nu_{i}}\left(w, 8 r_{i}\right) \gtrsim A^{-1}$ and $\gamma_{f_{i}}\left(w, 8 r_{i}\right) \lesssim A^{-1} \rho^{-1}$. Furthermore, for $m \geq 1,\left\|\nu_{m}\right\|_{\infty} \lesssim A^{-1} r_{m}$, so

$$
\gamma_{\nu_{m}}\left(w, 8 r_{i}\right) \leq\left(8 r_{i}\right)^{-4}\left|V\left(w, 8 r_{i}\right)\right| \cdot\left\|\nu_{m}\right\|_{\infty} \lesssim r_{i}^{-1} A^{-1} r_{m} \lesssim A^{-1} \rho^{i-m} .
$$

Therefore,

$$
\gamma_{f_{i}}\left(w, 8 r_{i}\right)+\sum_{m=i+1}^{\infty} \gamma_{\nu_{m}}\left(w, 8 r_{i}\right) \lesssim A^{-1} \rho^{-1}
$$

When $\rho$ is large, this is small compared to $\gamma_{\nu_{i}}\left(w, 8 r_{i}\right)$, so

$$
\gamma_{f}\left(w, 8 r_{i}\right) \geq \frac{1}{2} \gamma_{\nu_{i}}\left(w, 8 r_{i}\right) \gtrsim A^{-1}
$$

and $\beta_{\Gamma_{f}}\left(w, 8 c r_{i}\right) \gtrsim \gamma_{f}\left(w, 8 r_{i}\right) \gtrsim A^{-1}$. In fact, for $r \in\left[8 c r_{i}, 16 c r_{i}\right]$,

$$
\beta_{\Gamma}(w, r) \gtrsim \beta_{\Gamma}\left(w, 8 c r_{i}\right) \gtrsim A^{-1} .
$$

Therefore, by Lemma 3.7,

$$
\begin{aligned}
\int_{Q_{i, j}} \beta_{\Gamma}\left(\Psi_{f}(v), r\right)^{p} \mathrm{~d} v & \geq \frac{3}{4} \int_{\frac{1}{3}}^{\frac{2}{3} A r_{i}} \int_{0}^{r_{i}^{2}} \beta_{\Gamma}\left(\Psi_{f}\left(R_{i, j}(s, t)\right), r\right)^{p} \mathrm{~d} t \mathrm{~d} s \\
& \gtrsim A r_{i}^{3} \cdot A^{-p} \gtrsim\left|Q_{i, j}\right| A^{-p},
\end{aligned}
$$

and

$$
\int_{\Psi_{f}(U)} \beta_{\Gamma}(v, r)^{p} \mathrm{~d} v \geq \sum_{i \in J_{i}} \int_{\Psi_{f}\left(Q_{i, j}\right)} \beta_{\Gamma}(v, r)^{p} \mathrm{~d} v \gtrsim \sum_{i \in J_{i}} A^{-p}\left|Q_{i, j}\right| \gtrsim A^{-p} .
$$

We suppose that $\rho>4$ so that the intervals $\left[8 c r_{i}, 16 c r_{i}\right]$ are disjoint and let $R>16 c$, so that $R>16 c r_{0}$ and $\Psi_{f}(U) \subset B(\mathbf{0}, R)$. Then

$$
\begin{aligned}
\int_{0}^{R} \int_{\Gamma \cap B(\mathbf{0}, R)} \beta_{\Gamma}(v, r)^{p} \mathrm{~d} v & \frac{\mathrm{~d} r}{r} \geq \sum_{i=0}^{N-1} \int_{8 c r_{i}}^{16 c r_{i}} \int_{\Psi_{f}(U)} \beta_{\Gamma}(v, r)^{p} \mathrm{~d} v \frac{\mathrm{~d} r}{r} \\
& \gtrsim \sum_{i=0}^{N-1} \int_{8 c r_{i}}^{16 c r_{i}} A^{-p} \frac{\mathrm{~d} r}{r} \geq N \log 2 \cdot A^{-p} \gtrsim \delta A^{4-p} .
\end{aligned}
$$

This proves Proposition 4.1. By Lemma 2.8, $\mathrm{d} v \approx \mathrm{~d} \mathcal{H}^{3}(v)$, so

$$
\int_{0}^{R} \int_{\Gamma \cap B(\mathbf{0}, R)} \beta_{\Gamma}(v, r)^{p} \mathrm{~d} \mathcal{H}^{3}(v) \frac{\mathrm{d} r}{r} \approx \int_{0}^{R} \int_{\Gamma \cap B(\mathbf{0}, R)} \beta_{\Gamma}(v, r)^{p} \mathrm{~d} v \frac{\mathrm{~d} r}{r} \gtrsim \delta A^{4-p} .
$$

When $p<4$, this integral goes to infinity as $A \rightarrow \infty$, proving Theorem 1.2.

## 5. Reduction to vertical planes

Now we begin the proof of Theorem 1.1, which will take up the rest of this paper. In this section and the rest of the paper, $K: \mathbb{H} \backslash\{\mathbf{0}\} \rightarrow \mathbb{R}^{2}$ will denote a smooth orthogonal kernel which is homogeneous of degree -3 and $\widehat{K}$ will denote the (also orthogonal) kernel $\widehat{K}(v)=K\left(v^{-1}\right)$. Many of our bounds will depend on $K$, so we omit $K$ in subscripts like $\lesssim_{K}$.

Let $\phi: \mathbb{H} \rightarrow \mathbb{R}$ be an intrinsic Lipschitz function. We define $\eta_{\phi}=\left.\mu\right|_{\Gamma_{\phi}}$, where $\mu$ is the measure defined in Section 2.3. Then $T \eta_{\phi}(p)=T^{K} \eta_{\phi}(p)$ is given by

$$
T \eta_{\phi}(p):=\operatorname{pv} \cdot(p) \int_{\Gamma_{\phi}} \widehat{K}\left(p^{-1} w\right) \mathrm{d} w
$$

for all $p \in \mathbb{H}$ such that the principal value on the right exists, i.e., for all $p \in \mathbb{H}$ such that

$$
\begin{equation*}
\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \int_{\Gamma_{\phi} \cap(B(p, R) \backslash B(p, r))} \widehat{K}\left(p^{-1} w\right) \mathrm{d} w \tag{29}
\end{equation*}
$$

converges. Let 1 be the function equal to 1 on all of $\mathbb{H}$; then, using the operator notation in Section 2.2, we can write $T \eta_{\phi}=T_{\eta_{\phi}} \mathbf{1}$.

In this section, we will show that when $\phi$ is a bounded smooth function and $p \in \Gamma_{\phi}$, then $T \eta_{\phi}(p)$ is the principal value of a singular integral on a vertical plane. For any $0<r<s$, any $p \in \mathbb{H}$, and any vertical plane $Q$ through $p$, let

$$
A_{r, s}^{Q}(p)=Q \cap(B(p, s) \backslash B(p, r)) \subset Q
$$

and let $A_{r, s}^{Q}=A_{r, s}^{Q}(\mathbf{0})$. When $Q=V_{0}$ we will suppress the superscripts.
For a point $p \in \mathbb{H}$, a vertical plane $Q$ through $\mathbf{0}$ with finite slope, a function $f: \mathbb{H} \rightarrow \mathbb{R}$ which is constant on cosets of $\langle Y\rangle$, an intrinsic Lipschitz function $\phi$, and $0<r<R$ we let

$$
\begin{equation*}
\tilde{T}_{\phi ; r, R}^{K ; Q} f(p)=\tilde{T}_{\phi ; r, R}^{Q} f(p):=\int_{\Psi_{\phi}(p) A_{r, R}^{Q}} \widehat{K}\left(\Psi_{\phi}(p)^{-1} \Psi_{\phi}(v)\right) f(v) \mathrm{d} v \tag{30}
\end{equation*}
$$

and

$$
\tilde{T}_{\phi}^{Q} f(p):=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \tilde{T}_{\phi ; r, R}^{Q} f(p)
$$

if this limit exists. Note that $\tilde{T}_{\phi}^{Q} f$ and $\tilde{T}_{\phi ; r, R}^{Q} f$ are constant on cosets of $\langle Y\rangle$.
When $p \in \Gamma_{\phi}$ and $f=\mathbf{1}$ is a constant function, we can substitute $w=$ $\Psi_{\phi}(v)$ to write $\tilde{T}_{\phi}^{Q} \mathbf{1}$ like the right side of (29):

$$
\begin{equation*}
\tilde{T}_{\phi}^{Q} \mathbf{1}(p)=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \int_{p A_{r, R}^{Q}} \widehat{K}\left(p^{-1} \Psi_{\phi}(v)\right) \mathrm{d} v=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \int_{\Psi_{\phi}\left(p A_{r, R}^{Q}\right)} \widehat{K}\left(p^{-1} w\right) \mathrm{d} w \tag{31}
\end{equation*}
$$

In this section, we will compare the integrals in (29) and (31) and prove the following proposition.

Proposition 5.1. Let $\phi: \mathbb{H} \rightarrow \mathbb{R}$ be a smooth function which is constant on cosets of $\langle Y\rangle$ and let $Q$ be a vertical plane through $\mathbf{0}$. Let

$$
C=\max \left\{\|\phi\|_{\infty},\left\|\nabla_{\phi} \phi\right\|_{\infty},\left\|\nabla_{\phi}^{2} \phi\right\|_{\infty},\left\|\partial_{z} \phi\right\|_{\infty}, \mid \text { slope } Q \mid\right\}
$$

and suppose that $C<\infty$. Then for any $p \in \Gamma_{\phi}$, the limits $T \eta_{\phi}(p)$ and $\tilde{T}_{\phi}^{Q} \mathbf{1}(p)$ exist and

$$
\begin{equation*}
T \eta_{\phi}(p)=\tilde{T}_{\phi}^{Q} \mathbf{1}(p) \tag{32}
\end{equation*}
$$

In fact,

$$
\left|T \eta_{\phi}(p)-\tilde{T}_{\phi ; r, R}^{Q} \mathbf{1}(p)\right| \lesssim_{C} r+R^{-1}
$$

In particular, under these conditions, $\tilde{T}_{\phi}^{Q} \mathbf{1}(p)$ is independent of $Q$, so we write $\tilde{T}_{\phi}=\tilde{T}_{\phi}^{V_{0}}$.

The implicit constants in the proofs in this section almost all depend on $C$, so we will omit the dependence on $C$ from our notation.

We first establish bounds on $\tilde{T}_{\phi ; s, t}^{Q} \mathbf{1}(p)$.

Lemma 5.2. Let $\phi, Q$, and $C$ be as in Proposition 5.1. Then for any $0<r^{\prime}<r<1<R<R^{\prime}$ and $p \in \Gamma_{\phi}$,

$$
\left|\tilde{T}_{\phi ; r^{\prime}, r}^{Q} \mathbf{1}(p)\right| \lesssim r
$$

and

$$
\left|\tilde{T}_{\phi ; R, R^{\prime}}^{Q} \mathbf{1}(p)\right| \lesssim R^{-1} .
$$

In particular, the principal value $\tilde{T}_{\phi}^{Q} \mathbf{1}(p)$ exists for all $p \in \Gamma_{\phi}$.
Furthermore, for any bounded function $f: \mathbb{H} \rightarrow \mathbb{R}$ which is constant on cosets of $\langle Y\rangle$ and any $0<s<t$,

$$
\left|\tilde{T}_{\phi ; s, t}^{Q} f(p)\right| \lesssim\|f\|_{\infty} \log \frac{t}{s} .
$$

Let $Q$ be a vertical plane through $\mathbf{0}$ with finite slope. Then, by Lemma 2.8, $\left.\mu\right|_{Q}$ is a 3 -regular left-invariant measure on $Q$. The uniqueness (up to scaling) of the Haar measure on $Q$ implies that $\left.\mu\right|_{Q}$ is a constant multiple of $\left.\mathcal{L}\right|_{Q}$, i.e. $\left.\mu\right|_{Q}$ is a 3 -uniform measure. Hence, the following useful lemma follows easily, see e.g. [Mer22] for the details.
Lemma 5.3. Let $Q$ be a vertical plane with finite slope. There exists a $c>0$, depending on the slope of $Q$, so that for any $v \in Q, 0 \leq r_{1} \leq r_{2} \leq \infty$, and any Borel integrable function $f: \mathbb{R} \rightarrow \mathbb{R}$,

$$
\int_{A_{r_{1}, r_{2}(v)}^{Q}} f\left(d_{\mathrm{Kor}}(v, w)\right) \mathrm{d} w=c \int_{r_{1}}^{r_{2}} f(r) r^{2} \mathrm{~d} r .
$$

For $r>0$, let $B_{r}=B(\mathbf{0}, r) \subset \mathbb{H}$.
Proof of Lemma 5.2. By translation, we may assume without loss of generality that $\mathbf{0} \in \Gamma_{\phi}$ and $p=\mathbf{0}$. For arbitrary $s<t$, we define

$$
I_{s, t}=\tilde{T}_{\phi ; s, t}^{Q} \mathbf{1}(p)=\int_{A_{s, t}^{Q}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v .
$$

We will bound $\left|I_{r^{\prime}, r}\right| \lesssim r$ and $\left|I_{R, R^{\prime}}\right| \lesssim R^{-1}$.
We will use the following symmetrization argument. Let $\theta(x, y, z)=$ $(-x,-y, z)$. Then $\theta\left(A_{s, t}^{Q}\right)=A_{s, t}^{Q}$ and $K$ is $\mathbb{H}$-odd, so

$$
\begin{aligned}
\left|I_{s, t}\right| & \stackrel{(57)}{=} \frac{1}{2}\left|\int_{A_{s, t}^{Q}} \widehat{K}\left(\Psi_{\phi}(v)\right)+\widehat{K}\left(\Psi_{\phi}(\theta(v))\right) \mathrm{d} v\right| \\
& =\frac{1}{2}\left|\int_{A_{s, t}^{Q}}-\widehat{K}\left(\theta\left(\Psi_{\phi}(v)\right)\right)+\widehat{K}\left(\Psi_{\phi}(\theta(v))\right) \mathrm{d} v\right|
\end{aligned}
$$

Since $\Psi_{\phi}(v)=v Y^{\phi(v)-y(v)}$ and

$$
\Psi_{\phi}(\theta(v))=\theta(v) Y^{\phi(\theta(v))-y(\theta(v))}=\theta(v) Y^{\phi(\theta(v))+y(v)}
$$

we have

$$
\theta\left(\Psi_{\phi}(v)\right)=\theta(v) Y^{-\phi(v)+y(v)}=\Psi_{\phi}(\theta(v)) Y^{-\phi(v)-\phi(\theta(v))},
$$

and by the mean value theorem,

$$
\left|\widehat{K}\left(\Psi_{\phi}(\theta(v))\right)-\widehat{K}\left(\theta\left(\Psi_{\phi}(v)\right)\right)\right|=\left|Y_{\mathrm{L}} \widehat{K}(m(v))\right| \cdot|\phi(v)+\phi(\theta(v))|,
$$

where $m(v)$ is a point on the horizontal line segment between $\theta\left(\Psi_{\phi}(v)\right)$ and $\Psi_{\phi}(\theta(v))$. That is,

$$
\begin{equation*}
\left|I_{s, t}\right| \leq \frac{1}{2} \int_{A_{s, t}^{Q}}\left|Y_{\mathrm{L}} \widehat{K}(m(v))\right| \cdot|\phi(v)+\phi(\theta(v))| \mathrm{d} v \tag{33}
\end{equation*}
$$

Since $m(v) \in \theta(v)\langle Y\rangle$ and $Q$ has bounded slope, we have $\|m(v)\|_{\text {Kor }} \gtrsim$ $\|v\|_{\text {Kor }}$ for all $v \in Q$. Since $m(v)$ is between $\theta\left(\Psi_{\phi}(v)\right)$ and $\Psi_{\phi}(\theta(v))$,

$$
\|m(v)\|_{\text {Kor }} \lesssim \max \left\{\left\|\Psi_{\phi}(v)\right\|_{\text {Kor }},\left\|\Psi_{\phi}(\theta(v))\right\|_{\text {Kor }}\right\} \lesssim\|v\|_{\text {Kor }} .
$$

That is, for all $v \in Q$,

$$
\begin{equation*}
\|m(v)\|_{\mathrm{Kor}} \approx\|v\|_{\mathrm{Kor}} . \tag{34}
\end{equation*}
$$

Furthermore, the bounds on $\phi$ and its derivatives give bounds on $\phi(v)+$ $\phi(\theta(v))$. On one hand,

$$
|\phi(v)+\phi(\theta(v))| \leq 2\|\phi\|_{\infty} \leq 2 C \lesssim 1 .
$$

On the other hand, by Lemma 2.9, $|\phi(v)+\phi(\theta(v))| \lesssim\|v\|_{\text {Kor }}^{2}$, so for all $v \in Q$,

$$
\begin{equation*}
|\phi(v)+\phi(\theta(v))| \lesssim \min \left\{1,\|v\|_{\text {Kor }}^{2}\right\} . \tag{35}
\end{equation*}
$$

These bounds, the (-4)-homogeneity of $Y_{\mathrm{L}} \widehat{K}$, and Lemma 5.3 imply

$$
\begin{align*}
\left|I_{s, t}\right| & \lesssim \int_{A_{s, t}^{Q}}\left|Y_{\mathrm{L}} \widehat{K}(m(v))\right| \min \left\{1,\|v\|_{\text {Kor }}^{2}\right\} \mathrm{d} v \\
& \lesssim \int_{A_{s, t}^{Q}} \min \left\{\|v\|_{\text {Kor }}^{-4},\|v\|_{\text {Kor }}^{-2}\right\} \mathrm{d} v  \tag{36}\\
& \lesssim \int_{s}^{t} \min \left\{\rho^{-4}, \rho^{-2}\right\} \cdot \rho^{2} \mathrm{~d} \rho \lesssim \min \left\{s^{-1}-t^{-1}, t-s\right\} .
\end{align*}
$$

In particular, for any $0<r^{\prime}<r<1<R<R^{\prime}<\infty,\left|I_{r^{\prime}, r}\right| \lesssim r$ and $\left|I_{R, R^{\prime}}\right| \lesssim R^{-1}$. Thus

$$
\left|\tilde{T}_{\phi ; r^{\prime}, R^{\prime}}^{Q} \mathbf{1}(p)-\tilde{T}_{\phi ; r, R}^{Q} \mathbf{1}(p)\right| \leq\left|I_{r^{\prime}, r}\right|+\left|I_{R, R^{\prime}}\right| \lesssim r+R^{-1}
$$

That is, $\tilde{T}_{\phi ; r, R}^{Q} \mathbf{1}(p)$ converges as $r \rightarrow 0$ and $R \rightarrow \infty$, so the principal value $\tilde{T}_{\phi}^{Q} \mathbf{1}(p)$ exists.

Finally, if $f$ is constant on cosets of $\langle Y\rangle$ and $0<s<t$,

$$
\begin{aligned}
&\left|\tilde{T}_{\phi ; s, t}^{Q} f(p)\right| \leq \int_{A_{s, t}^{Q}}\left|\widehat{K}\left(\Psi_{\phi}(v)\right) f(v)\right| \mathrm{d} v \\
& \lesssim \int_{A_{s, t}^{Q}}\|v\|_{\text {Kor }}^{-3}\|f\|_{\infty} \mathrm{d} v \\
& \lesssim\|f\|_{\infty} \int_{s}^{t} \rho^{-3} \cdot \rho^{2} \mathrm{~d} \rho=\|f\|_{\infty} \log \frac{t}{s},
\end{aligned}
$$

as desired.

The next lemma lets us compare $\Gamma_{\phi} \cap B(p, r)$ and $\Psi_{\phi}(V \cap B(p, r))$ when $V$ is a vertical plane. Let $\Pi_{V}: \mathbb{H} \rightarrow V$ be the projection from $\mathbb{H}$ to $V$ along cosets of $\langle Y\rangle$, as in Section 2.1. Let $B_{r}=B(\mathbf{0}, r)$.

Lemma 5.4. Let $\phi$ and $C$ be as in Proposition 5.1. Let $\Gamma=\Gamma_{\phi}$ and $p \in \Gamma$. Let $W$ be the vertical tangent plane to $\Gamma$ at $p$, so that slope $W=\nabla_{\phi} \phi(p)$. Then there is a $c>0$ depending only on $C$ such that for $r>0$,

$$
W \cap B\left(p, r-c r^{2}\right) \subset \Pi_{W}(\Gamma \cap B(p, r)) \subset W \cap B\left(p, r+c r^{2}\right)
$$

and for $R>0$,

$$
p V_{0} \cap B(p, R-c) \subset \Pi_{p V_{0}}(\Gamma \cap B(p, R)) \subset p V_{0} \cap B(p, R+c) .
$$

Though the inclusions hold for all $r$ and $R$, they are most useful when $r$ is small and $R$ is large.

Proof. Without loss of generality, we may suppose that $p=\mathbf{0}$ so that $\Pi_{p V_{0}}=$ П. Let $\sigma=\nabla_{\phi} \phi(p)$. By Lemma 2.9, we have $\phi(q)=\sigma x(q)+O\left(\|q\|_{\text {Kor }}^{2}\right)$ for any $q \in \mathbb{H}$. Then there is a $c>C$ such that

$$
\begin{aligned}
& d_{\mathrm{Kor}}\left(\Psi_{\phi}(q), \Pi_{W}(q)\right)=d_{\mathrm{Kor}}\left(q Y^{\phi(q)-y(q)}, q Y^{\sigma x(q)-y(q)}\right) \\
&=|\phi(q)-\sigma x(q)| \leq c\|q\|_{\text {Kor }}^{2}
\end{aligned}
$$

In particular, for $r>0$, if $q \in W \cap B_{r-c r^{2}}$, then $d_{\text {Kor }}\left(\Psi_{\phi}(q), q\right) \leq c\|q\|_{\text {Kor }}^{2} \leq$ $c r^{2}$. Therefore, $\Psi_{\phi}(q) \in B_{r}$ and

$$
q=\Pi_{W}\left(\Psi_{\phi}(q)\right) \in \Pi_{W}\left(\Gamma \cap B_{r}\right),
$$

so $W \cap B_{r-c r^{2}} \subset \Pi_{W}\left(\Gamma \cap B_{r}\right)$.
Conversely, if $q^{\prime} \in \Gamma \cap B_{r}$, then $\Pi_{W}\left(q^{\prime}\right) \in W \cap B_{r+c r^{2}}$, so $\Pi_{W}\left(\Gamma \cap B_{r}\right) \subset$ $W \cap B_{r+c r^{2}}$. This proves the first part of the lemma.

Similarly, since $\|\phi\|_{\infty} \leq C$, we have

$$
d_{\mathrm{Kor}}\left(\Psi_{\phi}(q), \Pi(q)\right)=d_{\mathrm{Kor}}\left(q Y^{\phi(q)-y(q)}, q Y^{-y(q)}\right)=|\phi(q)| \leq C
$$

for all $q$. Therefore,

$$
V_{0} \cap B_{R-c} \subset \Pi\left(\Gamma \cap B_{R}\right) \subset V_{0} \cap B_{R+c}
$$

as desired.
This lets us write $T \eta_{\phi}(p)$ in terms of an integral on $p V_{0}$.
Lemma 5.5. Let $\Gamma=\Gamma_{\phi}, p \in \Gamma$, and $W$ be as in Lemma 5.4. For $0<r<$ R, let

$$
E_{r, R}=\left(p V_{0} \cap B(p, R)\right) \backslash \Pi_{p V_{0}}(W \cap B(p, r)) .
$$

Then $T \eta_{\phi}(\mathbf{0})$ exists and

$$
\begin{equation*}
T \eta_{\phi}(\mathbf{0})=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \int_{E_{r, R}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v \tag{37}
\end{equation*}
$$

Proof. Again, we suppose that $p=\mathbf{0}$, so that $E_{r, R}=\left(V_{0} \cap B_{R}\right) \backslash \Pi\left(W \cap B_{r}\right)$.
We first note that the limit on the right side of (37) exists. If $r$ is sufficiently small and $R$ is sufficiently large, then $\Pi\left(W \cap B_{r}\right) \subset V_{0} \cap B_{R}$. If in addition $0<r^{\prime}<r<R<R^{\prime}$, then $E_{r, R} \subset E_{r^{\prime}, R^{\prime}}$ and $E_{r^{\prime}, R^{\prime}} \backslash E_{r, R}=$ $\Pi\left(A_{r^{\prime}, r}^{W}\right) \cup A_{R, R^{\prime}}$, so by Lemma 5.2,

$$
\left|\int_{E_{r^{\prime}, R^{\prime}}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v-\int_{E_{r, R}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v\right| \lesssim r+R^{-1} .
$$

As $r \rightarrow 0$ and $R \rightarrow \infty$, this goes to zero, so the limit in (37) exists.
Now we compare this limit with $T \eta_{\phi}$. For any $r>0$ and any vertical plane $P$ through $\mathbf{0}$, let

$$
F_{r}^{P}=\left(P \cap B_{r}\right) \triangle \Pi_{P}\left(\Gamma \cap B_{r}\right)
$$

where $A \triangle B$ is the symmetric difference $(A \backslash B) \cup(B \backslash A)$. Comparing $E_{r, R}$ to $\Pi\left(\Gamma \cap\left(B_{R} \backslash B_{r}\right)\right)$, we find that

$$
\left(V_{0} \cap B_{R}\right) \triangle \Pi\left(\Gamma \cap B_{R}\right)=F_{R}^{V_{0}}
$$

and

$$
\Pi\left(W \cap B_{r}\right) \triangle \Pi\left(\Gamma \cap B_{r}\right)=\Pi\left(\left(W \cap B_{r}\right) \triangle \Pi_{W}\left(\Gamma \cap B_{r}\right)\right)=\Pi\left(F_{r}^{W}\right)
$$

so

$$
E_{r, R} \triangle \Pi\left(\Gamma \cap\left(B_{R} \backslash B_{r}\right)\right) \subset F_{R}^{V_{0}} \cup \Pi\left(F_{r}^{W}\right)
$$

Therefore, as in (29) and (31),

$$
\begin{aligned}
\mid T_{r, R} \eta_{\phi}(p) & -\int_{E_{r, R}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v \mid \\
& =\left|\int_{\Gamma \cap\left(B_{R} \backslash B_{r}\right)} \widehat{K}(w) \mathrm{d} w-\int_{E_{r, R}} \widehat{K}\left(\Psi_{\phi}(w)\right) \mathrm{d} w\right| \\
& \leq \int_{F_{R}^{V_{0}} \cup \Pi\left(F_{r}^{W}\right)}\left|\widehat{K}\left(\Psi_{\phi}(w)\right)\right| \mathrm{d} w .
\end{aligned}
$$

Let $c$ be as in Lemma 5.4. Then for $0<r<R<\infty$,

$$
F_{r}^{W} \subset W \cap\left(B_{r+c r^{2}} \backslash B_{r-c r^{2}}\right)=A_{r-c r^{2}, r+c r^{2}}^{W}
$$

and

$$
F_{R}^{V_{0}} \subset A_{R-c, R+c}
$$

By Lemma 5.3, and using that $\Psi_{\phi}$ is constant on cosets of $\langle Y\rangle$, we get

$$
\begin{aligned}
\mid T_{r, R} \eta_{\phi}(p) & -\int_{E_{r, R}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v \mid \\
& \leq \int_{A_{R-c, R+c}}\left|\widehat{K}\left(\Psi_{\phi}(w)\right)\right| \mathrm{d} w+\int_{\Pi\left(A_{r-c r^{2}, r+c r^{2}}^{W}\right)}\left|\widehat{K}\left(\Psi_{\phi}(w)\right)\right| \mathrm{d} w \\
& \left.\stackrel{(13)}{=} \int_{A_{R-c, R+c}}\left|\widehat{K}\left(\Psi_{\phi}(w)\right)\right| \mathrm{d} w+\int_{A_{r-c r^{2}, r+c r^{2}}^{W}} \mid \Psi_{\phi}(w)\right) \mid \mathrm{d} w \\
& \lesssim \int_{R-c}^{R+c} \rho^{-3} \cdot \rho^{2} \mathrm{~d} \rho+\int_{r-c r^{2}}^{r+c r^{2}} \rho^{-3} \cdot \rho^{2} \mathrm{~d} \rho \\
& =\log \frac{R+c}{R-c}+\log \frac{r+c r^{2}}{r-c r^{2}}
\end{aligned}
$$

This goes to zero as $r \rightarrow 0$ and $R \rightarrow \infty$, so it implies (37), as desired.
Finally, we prove Proposition 5.1.
Proof of Proposition 5.1. Again, we suppose that $p=\mathbf{0}$. Let $W$ and $E_{r, R}=$ $\left(V_{0} \cap B_{R}\right) \backslash \Pi\left(W \cap B_{r}\right)$ be as in Lemma 5.5 . We may suppose that $R$ is large enough and $r$ is small enough that $\Pi\left(W \cap B_{r}\right) \subset V_{0} \cap B_{R}$. Let $P$ be a vertical plane through $\mathbf{0}$ with $\mid$ slope $P \mid<C$ and let

$$
\begin{aligned}
J_{r, R}:=\mid \int_{E_{r, R}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v & -\tilde{T}_{\phi ; r, R}^{P} \mathbf{1}(\mathbf{0}) \mid \\
& =\left|\int_{E_{r, R}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v-\int_{A_{r, R}^{P}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v\right| .
\end{aligned}
$$

We claim that $J_{r, R} \lesssim r+R^{-1}$.
Since $\Pi \circ \theta=\theta \circ \Pi$, it follows that $E_{r, R}$ and $A_{r, R}^{P}$ are symmetric around the $z$-axis, i.e., $\theta\left(E_{r, R}\right)=E_{r, R}$ and $\theta\left(A_{r, R}^{P}\right)=A_{r, R}^{P}$. Let $D \subset V_{0}$ be a Borel set such that $D \subset A_{\epsilon, \epsilon^{-1}}$ for some $\epsilon>0$. We claim that if $\theta(D)=D$, then for any $t>0$,

$$
\int_{s_{t}(D)} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v \lesssim \epsilon \min \left\{t, t^{-1}\right\}
$$

Let $I_{t}=\int_{s_{t}(D)} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v$. As in the proof of Lemma 5.2 , the $\mathbb{H}$-oddness of $K$ and the mean value theorem imply that

$$
\begin{aligned}
&\left|I_{t}\right|=\frac{1}{2}\left|\int_{s_{t}(D)}-\widehat{K}\left(\theta\left(\Psi_{\phi}(v)\right)\right)+\widehat{K}\left(\Psi_{\phi}(\theta(v))\right) \mathrm{d} v\right| \\
& \leq \frac{1}{2} \int_{A_{t \epsilon, t \epsilon}-1}\left|Y_{\mathrm{L}} \widehat{K}(m(v))\right| \cdot|\phi(v)+\phi(\theta(v))| \mathrm{d} v
\end{aligned}
$$

where for every $v, m(v)$ is a point on the horizontal line segment between $\theta\left(\Psi_{\phi}(v)\right)$ and $\Psi_{\phi}(\theta(v))$ with $\|m(v)\|_{\text {Kor }} \approx\|v\|_{\text {Kor }}$. As in (36), by (35), the (-4)-homogeneity of $Y_{\mathrm{L}} \widehat{K}$, and Lemma 5.3,

$$
\begin{aligned}
\left|I_{t}\right| \lesssim \int_{A_{t \epsilon, t \epsilon^{-1}}} \min \left\{\|v\|_{\text {Kor }}^{-4},\|v\|_{\text {Kor }}^{-2}\right\} & \mathrm{d} v
\end{aligned} \begin{aligned}
& \lesssim \int_{t \epsilon}^{t \epsilon^{-1}} \min \left\{\rho^{-4}, \rho^{-2}\right\} \cdot \rho^{2} \mathrm{~d} \rho \\
& \\
& \lesssim \min \left\{t^{-1} \epsilon^{-1}, t \epsilon^{-1}\right\} \lesssim{ }_{\epsilon} \min \left\{t^{-1}, t\right\}
\end{aligned}
$$

It follows that if $g$ is an $\mathbb{H}$-even bounded Borel function supported on $A_{\epsilon, \epsilon^{-1}}$ and $t>0$, then

$$
\begin{equation*}
\left|\int_{V_{0}} \widehat{K}\left(\Psi_{\phi}(v)\right) g\left(s_{t}(v)\right) \mathrm{d} v\right| \lesssim\|g\|_{\infty} \min \left\{t^{-1}, t\right\} . \tag{38}
\end{equation*}
$$

Now we apply this to $J_{r, R}$. The supports of $\mathbf{1}_{E_{r, R}}$ and $\mathbf{1}_{\Pi\left(A_{r, R}^{P}\right)}$ are too large to apply (38) directly, but we can write

$$
\begin{gathered}
\mathbf{1}_{E_{r, R}}=\mathbf{1}_{V_{0} \cap B_{R}}-\mathbf{1}_{\Pi\left(W \cap B_{r}\right)} \\
\mathbf{1}_{\Pi\left(A_{r, R}^{P}\right)}=\mathbf{1}_{\Pi\left(P \cap B_{R}\right)}-\mathbf{1}_{\Pi\left(P \cap B_{r}\right)} .
\end{gathered}
$$

Let $g=\mathbf{1}_{V_{0} \cap B_{1}}-\mathbf{1}_{\Pi\left(P \cap B_{1}\right)}$ and $h=\mathbf{1}_{\Pi\left(P \cap B_{1}\right)}-\mathbf{1}_{\Pi\left(W \cap B_{1}\right)}$ so that

$$
\begin{aligned}
\mathbf{1}_{E_{r, R}}-\mathbf{1}_{\Pi\left(A_{r, R}^{P}\right)} & =\left(\mathbf{1}_{V_{0} \cap B_{R}}-\mathbf{1}_{\Pi\left(P \cap B_{R}\right)}\right)+\left(\mathbf{1}_{\Pi\left(P \cap B_{r}\right)}-\mathbf{1}_{\Pi\left(W \cap B_{r}\right)}\right) \\
& =g \circ s_{R^{-1}}+h \circ s_{r^{-1}} .
\end{aligned}
$$

Then $g$ and $h$ are $\mathbb{H}$-even, and there is an $\epsilon>0$ such that both are supported in $A_{\epsilon, \epsilon^{-1}}$. Therefore,

$$
\begin{aligned}
J_{r, R} & =\left|\int_{V_{0}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathbf{1}_{E_{r, R}} \mathrm{~d} v-\int_{P} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathbf{1}_{A_{r, R}^{P}} \mathrm{~d} v\right| \\
& \stackrel{(13)}{=}\left|\int_{V_{0}} \widehat{K}\left(\Psi_{\phi}(v)\right)\left(\mathbf{1}_{E_{r, R}}-\mathbf{1}_{\Pi\left(A_{r, R}^{P}\right)}\right) \mathrm{d} v\right| \\
& =\left|\int_{V_{0}} \widehat{K}\left(\Psi_{\phi}(v)\right)\left(g\left(s_{R^{-1}}(v)\right)+h\left(s_{r^{-1}}(v)\right)\right) \mathrm{d} v\right| \\
& \stackrel{(38)}{\lesssim} r+R^{-1} .
\end{aligned}
$$

This implies

$$
\tilde{T}_{\phi}^{P} \mathbf{1}(\mathbf{0})=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \int_{A_{r, R}^{P}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \int_{E_{r, R}} \widehat{K}\left(\Psi_{\phi}(v)\right) \mathrm{d} v
$$

so by Lemma 5.5, $\tilde{T}_{\phi}^{P} \mathbf{1}(\mathbf{0})=T \eta_{\phi}(\mathbf{0})$, as desired.

## 6. Singular integrals on perturbed surfaces and the proof of Proposition 1.3

In Section 3, we constructed intrinsic Lipschitz functions $f_{i}$ that depend on parameters $A, \rho$, and $i$. In that section, $A$ and $\rho$ were fixed while $i$ varies; in this section, we will need to vary $A$ and $\rho$, so we will write $f_{i}$ as $f_{i, A, \rho}$ when we need to specify $A$ and $\rho$.

Each surface $\Gamma_{f_{n, A, \rho}}$ can be constructed by starting with the vertical plane $V_{0}$, then repeatedly perturbing it at smaller and smaller scales. In this section, we will state bounds on the change in the singular integral $\tilde{T}_{\zeta} \mathbf{1}$ when $\zeta$ is perturbed and use these bounds to prove Proposition 1.3.

For any intrinsic Lipschitz function $\zeta: \mathbb{H} \rightarrow \mathbb{R}$, we let $F_{\zeta}: \mathbb{H} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
F_{\zeta}(p):=\tilde{T}_{\zeta} \mathbf{1}(p)=\mathrm{pv} \cdot\left(\Psi_{\zeta}(p)\right) \int_{\Psi_{\zeta}(p) V_{0}} \widehat{K}\left(\Psi_{\zeta}(p)^{-1} \Psi_{\zeta}(v)\right) \mathrm{d} v \tag{39}
\end{equation*}
$$

For any $\psi: \mathbb{H} \rightarrow \mathbb{R}$ which is constant on cosets of $\langle Y\rangle$ and $t \in \mathbb{R}$, let $G_{\zeta, \psi}(t):=F_{\zeta+t \psi}$. We can then bound $F_{\zeta+\psi}-F_{\zeta}=G_{\zeta, \psi}(1)-G_{\zeta, \psi}(0)$ by bounding the derivatives of $G_{\zeta, \psi}$. In our applications, $\zeta$ and $\psi$ will satisfy bounds like those in Lemma 3.12, so that the length scale of $\psi$ is much smaller than the length scale of $\zeta$.

We denote $G_{\zeta, \psi}^{\prime}(t)(p)=\partial_{t}\left[G_{\zeta, \psi}(t)(p)\right]$ and $G_{\zeta, \psi}^{\prime \prime}(t)(p)=\partial_{t}^{2}\left[G_{\zeta, \psi}(t)(p)\right]$. (This is a slight abuse of notation because the limits in the partial derivatives may only converge pointwise and not uniformly.) For $r \leq R$, we define truncations

$$
\begin{equation*}
F_{\zeta}^{r, R}(p):=\tilde{T}_{\zeta}^{r, R} \mathbf{1}(p)=\int_{\Psi_{\zeta}(p) A_{r, R}} \widehat{K}\left(\Psi_{\zeta}(p)^{-1} \Psi_{\zeta}(v)\right) \mathrm{d} v \tag{40}
\end{equation*}
$$

and $G_{\zeta, \psi}^{r, R}(t):=F_{\zeta+t \psi}^{r, R}$. We will prove the following formula for $G_{\zeta, \psi}^{\prime}$.
Proposition 6.1. Let $\zeta, \psi: \mathbb{H} \rightarrow \mathbb{R}$ be smooth functions that are constant on cosets of $\langle Y\rangle$. Suppose that $\|\psi\|_{\infty}<\infty$ and that $\zeta$ is intrinsic Lipschitz. Then, for any $p \in \Gamma_{\zeta}$,

$$
\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}}\left(G_{\zeta, \psi}^{r, R}\right)^{\prime}(0)(p)=G_{\zeta, \psi}^{\prime}(0)(p)
$$

Furthermore, there is a Sobolev-type norm $\|\psi\|_{W_{\zeta}}$ depending on $\psi$ and its derivatives of order at most 2 such that

$$
\left|G_{\zeta, \psi}^{\prime}(0)(\mathbf{0})\right| \lesssim_{\zeta}\|\psi\|_{W_{\zeta}}
$$

If $\alpha$ and $\gamma$ satisfy the bounds in Lemma 3.12 for some $c>0$, then

$$
\left\|G_{\alpha, \gamma}^{\prime}(0)\right\|_{\infty} \lesssim_{c} A^{-1}
$$

We refer the reader to Lemma 7.1 for the definition of $\|\psi\|_{W_{\zeta}}$.
To use this to bound $F_{\zeta+\psi}=G_{\zeta, \psi}(1)$, we need the following proposition, which likewise bounds $G_{\zeta, \psi}^{\prime \prime}$ in terms of a Sobolev-type norm on $\zeta$ and $\psi$. Let $A>1$ and let $\hat{\partial}=A \nabla_{\zeta}$. As in Section 3, we let $\{Z, \hat{\partial}\}^{n}$ denote the
set of differential operators that can be written as words of length $n$. Let $\{Z, \hat{\partial}\}^{*}$ denote the set of all words.

Proposition 6.2. For any $A>1$ and any $C>0$, if $\rho$ is sufficiently large, then the following bounds hold. Let $\zeta, \psi: \mathbb{H} \rightarrow \mathbb{R}$ be constant on cosets of $\langle Y\rangle$. Suppose that for any word $E \in\{Z, \hat{\partial}\}^{*}$ of length at most 3,

$$
\begin{equation*}
\|E \psi\|_{\infty} \leq C A^{-1} \tag{41}
\end{equation*}
$$

and if $E \notin\{\mathrm{id}, \hat{\partial}\}$,

$$
\begin{equation*}
\|E \zeta\|_{\infty} \leq C \rho^{-1} \tag{42}
\end{equation*}
$$

Then, for any $p \in \mathbb{H}$, the function $t \mapsto G_{\zeta, \psi}(t)(p)$ is $C^{2}$ and satisfies

$$
\left\|G_{\zeta, \psi}^{\prime \prime}(t)\right\|_{\infty} \lesssim C A^{-3}
$$

for all $t \in[0,1]$. If $\alpha$ and $\gamma$ satisfy the bounds in Lemma 3.12 for some $c>0$, then

$$
\left\|G_{\alpha, \gamma}^{\prime \prime}(0)\right\|_{\infty} \lesssim c A^{-3}
$$

We will use Proposition 6.1 and Proposition 6.2 to prove the following bounds on $F_{f_{i}}$.

Lemma 6.3. Let $A>0$ and suppose that $\rho>0$ is sufficiently large, depending on $A$. Let $i \geq 0$ and let $f_{i}$ and $\nu_{i}$ be as in Section 3. Then there is an $\epsilon>0$ such that:
(1) $\left\|G_{f_{i}, \nu_{i}}^{\prime}(0)\right\|_{\infty} \lesssim A^{-1}$.
(2) For each $v \in \mathbb{H}$, the function $t \mapsto G_{f_{i}, \nu_{i}}(t)(v)$ is $C^{2}$, and for all $t \in[0,1],\left\|G_{f_{i}, \nu_{i}}^{\prime \prime}(t)\right\|_{\infty} \lesssim A^{-3}$.
(3) For all $0 \leq i<j$,

$$
\begin{equation*}
\left|\left\langle G_{f_{i}, \nu_{i}}^{\prime}(0), G_{f_{j}, \nu_{j}}^{\prime}(0)\right\rangle\right| \lesssim \rho^{-\epsilon} \tag{43}
\end{equation*}
$$

(4) If $K$ is the Riesz kernel R and $i<\epsilon A^{4}$, then $\left\|G_{f_{i}, \nu_{i}}^{\prime}(0)\right\|_{L_{2}(U)} \gtrsim A^{-1}$.

This lemma implies Proposition 1.3.
Proof of Proposition 1.3. In this proof, we use $\|\cdot\|_{U}$ to denote $\|\cdot\|_{L_{2}(U)}$. Let $g_{i}=G_{f_{i}, \nu_{i}}$. By Taylor's theorem,

$$
\left\|F_{f_{i+1}}-\left(F_{f_{i}}+g_{i}^{\prime}(0)\right)\right\|_{U} \lesssim \sup _{0 \leq t \leq 1}\left\|g_{i}^{\prime \prime}(t)\right\|_{U}
$$

Therefore, for any $n$,

$$
\begin{equation*}
\left\|F_{f_{n}}-\sum_{i=0}^{n-1} g_{i}^{\prime}(0)\right\|_{U} \lesssim \sum_{i=0}^{n-1} \sup _{0 \leq t \leq 1}\left\|g_{i}^{\prime \prime}(t)\right\|_{U} \tag{44}
\end{equation*}
$$

Furthermore,

$$
\begin{aligned}
\left\|\sum_{i=0}^{n-1} g_{i}^{\prime}(0)\right\|_{U}^{2} & =\sum_{\substack{i=0, \ldots, n-1 \\
j=0, \ldots, n-1}}\left\langle g_{i}^{\prime}(0), g_{j}^{\prime}(0)\right\rangle \\
& =\sum_{i=0}^{n-1}\left\|g_{i}^{\prime}(0)\right\|_{U}^{2}+2 \sum_{0 \leq i<j<n}\left\langle g_{i}^{\prime}(0), g_{j}^{\prime}(0)\right\rangle .
\end{aligned}
$$

Let $\epsilon$ be as in Lemma 6.3 and suppose that $n<\epsilon A^{4}$. Then on one hand,

$$
\sum_{i=0}^{n-1}\left\|g_{i}^{\prime}(0)\right\|_{U}^{2} \approx n A^{-2}
$$

On the other hand,

$$
\sum_{0 \leq i<j<n}\left|\left\langle g_{i}^{\prime}(0), g_{j}^{\prime}(0)\right\rangle\right| \lesssim n^{2} \rho^{-\epsilon},
$$

so if $\rho$ is sufficiently large, then

$$
\begin{equation*}
\left\|\sum_{i=0}^{n-1} g_{i}^{\prime}(0)\right\|_{U} \gtrsim \sqrt{n} A^{-1} \tag{45}
\end{equation*}
$$

while

$$
\begin{equation*}
\sum_{i=0}^{n-1} \sup _{0 \leq t \leq 1}\left\|g_{i}^{\prime \prime}(t)\right\|_{U} \lesssim n A^{-3} \tag{46}
\end{equation*}
$$

Combining these estimates with (44), we see that there is some $c>1$ such that

$$
\left\|F_{f_{n}}\right\|_{U} \geq c^{-1} \sqrt{n} A^{-1}-c n A^{-3}
$$

Let $\delta=\min \left\{\epsilon, c^{-4} / 16\right\}$ and take $N=\left\lfloor\delta A^{4}\right\rfloor$. When $A$ is sufficiently large,

$$
\left\|F_{f_{N}}\right\|_{U} \geq \frac{c^{-3}}{5} A-\frac{c^{-3}}{15} A \gtrsim A
$$

as desired.
These bounds point to a possible link between the norm of $F_{f_{n}}$ and the $\beta$-numbers studied in Section 4. The bounds in Section 4 show that there is a $\delta>0$ such that if $\rho$ is sufficiently large and $n<\delta A^{4}$, then

$$
\begin{equation*}
\int_{0}^{R} \int_{\Psi_{f_{n}}(U)} \beta_{\Gamma_{f_{n}}}(v, r)^{2} \mathrm{~d} v \frac{\mathrm{~d} r}{r} \gtrsim n A^{-2} \tag{47}
\end{equation*}
$$

Each layer of bumps with aspect ratio $A$ contributes roughly $A^{-2}$ to the integral.

Similarly, the proof of Proposition 1.3 shows that if $\rho$ is sufficiently large and $n<\delta A^{4}$, then $\left\|F_{f_{n}}\right\|_{U}^{2} \approx n A^{-2}$. Indeed, the proof shows that $\left\|F_{f_{n}}\right\|_{U}^{2} \approx$ $\sum_{i=1}^{n}\left\|g_{i}^{\prime}(0)\right\|_{U}^{2}$ when $\frac{n}{A^{4}}$ is small. Since $\left\|g_{i}^{\prime}(0)\right\|_{U}^{2} \approx A^{-2}$ when $i<\epsilon A^{4}$, each step in the construction of $f_{n}$ contributes roughly $A^{-2}$ to $\left\|F_{f_{n}}\right\|_{U}^{2}$.

This suggests the following question.
Question 6.4. How is the integral (47) for an intrinsic Lipschitz graph $\Gamma$ related to the $L_{2}$-norm of the Riesz transform for functions on $\Gamma$ ?

In the rest of this paper, we will prove Propositions 6.1 and 6.2 and Lemma 6.3.

We prove Proposition 6.1 in Section 7. The key step is to write $G_{\zeta, \psi}^{r, R}(t)$ in two ways, (52) and (53). The Euclidean analogues of these expressions are identical, but since $\mathbb{H}$ is noncommutative, they differ in $\mathbb{H}$. In practice, (52) is easier to bound when $r$ and $R$ are large and (53) is easier when $r$ and $R$ are small, so the two expressions together let us bound $G_{\zeta, \psi}^{r, R}$ and its derivatives at all scales.

By Section 3.1, we can rescale $f_{i}$ and $\nu_{i}$ to obtain functions $\alpha$ and $\gamma$ that satisfy the bounds in Lemma 3.12. By the scale-invariance of the Riesz transform, $\left\|G_{f_{i}, \nu_{i}}^{\prime}(0)\right\|_{\infty}=\left\|G_{\alpha, \gamma}^{\prime}(0)\right\|_{\infty}$, so part (1) of Lemma 6.3 follows from Proposition 6.1.

Similarly, in Section 11, we use (52) and (53) again to prove Proposition 6.2. As before, $\left\|G_{f_{i}, \nu_{i}}^{\prime \prime}(0)\right\|_{\infty}=\left\|G_{\alpha, \gamma}^{\prime \prime}(0)\right\|_{\infty}$, so part (2) of Lemma 6.3 follows from Proposition 6.2.

To prove parts (3) and (4) of Lemma 6.3, we approximate $G_{\alpha, \gamma}^{\prime}(0)$ by a translation-invariant singular integral operator on a plane. For any vertical plane $P \subset \mathbb{H}$, let $\lambda_{P}: \mathbb{H} \rightarrow \mathbb{R}$ be the affine function such that $\Gamma_{\lambda_{P}}=P$, and let $H_{P, \gamma}: P \rightarrow \mathbb{R}$ be the function

$$
H_{P, \gamma}(q):=G_{\lambda_{P}, \gamma}^{\prime}(0)(q)
$$

for all $q \in P$. The map $\gamma \mapsto H_{P, \gamma}$ is then a translation-invariant operator from functions on $P$ to functions on $P$.

Given $v \in \Gamma_{\alpha}$, we let $P_{v}$ be the vertical tangent plane to $\Gamma_{\alpha}$ at $v$. By Lemma 2.9 and Lemma 3.12, $P_{v}$ is close to $\Gamma_{\alpha}$ on a ball around $v$ whose radius grows with $\rho$. In Section 8, we show that $H_{P_{v}, \gamma}$ approximates $G_{\alpha, \gamma}^{\prime}(0)$ on a ball around $v$ whose radius also grows with $\rho$. We use this approximation to prove the lower bound $\left\|G_{f_{i}, \nu_{i}}^{\prime}(0)\right\|_{L_{2}(U)} \gtrsim A^{-1}$ (Section 9), to prove that $G_{f_{i}, \nu_{i}}^{\prime}(0)$ is continuous as a function from $V_{0}$ to $\mathbb{R}$ (Lemma 8.2), and to prove the orthogonality bound (43) (Section 10). This completes the proof of Lemma 6.3.

## 7. First-order estimates for $\tilde{T}_{\zeta+\psi}$

Let $\zeta, \psi: \mathbb{H} \rightarrow \mathbb{R}$ be smooth functions that are constant on cosets of $\langle Y\rangle$ and suppose that $\zeta(\mathbf{0})=0$. Let $G_{\zeta, \psi}(t)=F_{\zeta+t \psi}=\tilde{T}_{\zeta+t \psi} \mathbf{1}$ and $G_{\zeta, \psi}^{r, R}=F_{\zeta+t \psi}^{r, R}$ be as in Section 6.

In this section, we will derive expressions for $\left(G_{\zeta, \psi}^{r, R}\right)^{\prime}(t)$ and prove the following lemma, which is a quantitative version of Proposition 6.1.

Lemma 7.1. Let $\zeta, \psi: \mathbb{H} \rightarrow \mathbb{R}$ be smooth functions that are constant on cosets of $\langle Y\rangle$. Suppose that $\|\psi\|_{\infty}<\infty$ and that $\zeta$ is intrinsic Lipschitz. Then, for any $p \in \Gamma_{\zeta}$,

$$
\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}}\left(G_{\zeta, \psi}^{r, R}\right)^{\prime}(0)(p)=G_{\zeta, \psi}^{\prime}(0)(p)
$$

Furthermore, let $0<r<1$. Let $L=\left\|\nabla_{\zeta} \zeta\right\|_{\infty}$ and let $B=B(p,(2 L+1) r)$. For a smooth function $g: \mathbb{H} \rightarrow \mathbb{R}$, define

$$
\|g\|_{W_{\zeta}(B)}:=\max _{\substack{E \in\left\{\partial_{z}, \nabla_{\zeta}\right\}^{*} \\ \ell(E) \leq 2}}\|E \psi\|_{L_{\infty}(B)}
$$

and

$$
\|g\|_{W_{\zeta}^{\prime}(B)}:=\max _{E \in\left\{\partial_{z}, \nabla_{\zeta}\right\}^{*} \backslash\left\{\operatorname{id}, \nabla_{\zeta}\right\}}^{\ell(E) \leq 2} \mid
$$

Then for any $C>0$ and any $s$ and $S$ such that $0<s \leq r \leq S$, if $\|\zeta\|_{W_{\zeta}^{\prime}(B)} \leq C$, then

$$
\left|G_{\zeta, \psi}^{\prime}(0)(p)-\left(G_{\zeta, \psi}^{s, S}\right)^{\prime}(0)(p)\right| \lesssim_{L, C}\|\psi\|_{W_{\zeta}(B)} s+\|\psi\|_{\infty} S^{-1}
$$

In particular, since $G_{\zeta, \psi}^{r, r}(t)(p)=0$ for all $t$ and $p$,

$$
\left|G_{\zeta, \psi}^{\prime}(0)(p)\right|=\left|G_{\zeta, \psi}^{\prime}(0)(p)-\left(G_{\zeta, \psi}^{r, r}\right)^{\prime}(0)(p)\right| \lesssim_{L, C}\left(r+r^{-1}\right)\|\psi\|_{W_{\zeta}(B)}
$$

Proposition 6.1 follows immediately.
Proof of Proposition 6.1. Suppose that $\alpha$ and $\gamma$ are as in Lemma 3.12. Then $\left\|\nabla_{\alpha} \alpha\right\|_{\infty} \leq 1,\|\alpha\|_{W_{\alpha}^{\prime}(\mathbb{H})} \lesssim A^{-1} \rho^{-1}$, and $\|\gamma\|_{W_{\alpha}(\mathbb{H})} \lesssim A^{-1}$ when $\rho$ is sufficiently large. Therefore, letting $r=1$,

$$
\left|G_{\alpha, \gamma}^{\prime}(0)(p)\right| \lesssim A^{-1}
$$

We prove Lemma 7.1 by writing two formulas for $G_{\zeta, \psi}^{r, R}(t)$. By leftinvariance, it suffices to consider the case that $\zeta(\mathbf{0})=0$ and $p=\mathbf{0}$. Then on one hand, by (40),

$$
G_{\zeta, \psi}^{r, R}(t)(\mathbf{0})=\int_{Y^{t \psi(\mathbf{0})} A_{r, R}} \widehat{K}\left(\Psi_{\zeta+t \psi}(\mathbf{0})^{-1} \Psi_{\zeta+t \psi}(v)\right) \mathrm{d} v
$$

The domain of integration depends on $t$, but since the integrand is constant on cosets of $\langle Y\rangle$, we can replace $Y^{t \psi(\mathbf{0})} A_{r, R}$ by

$$
A_{r, R}^{t}:=\Pi\left(Y^{t \psi(\mathbf{0})} A_{r, R}\right)=Y^{t \psi(\mathbf{0})} A_{r, R} Y^{-t \psi(\mathbf{0})}
$$

This is a copy of $A_{r, R}$, sheared in the $z$-direction, and

$$
\begin{equation*}
G_{\zeta, \psi}^{r, R}(t)(\mathbf{0})=\int_{A_{r, R}^{t}} \widehat{K}\left(Y^{-t \psi(\mathbf{0})} \Psi_{\zeta}(v) Y^{t \psi(v)}\right) \mathrm{d} v \tag{48}
\end{equation*}
$$

In Lemma 7.2 below, we will differentiate (48) to find an expression for $\left(G_{\zeta, \psi}^{r, R}\right)^{\prime}$. The changing domain of integration will lead to boundary terms in
the derivative, but we will see that when $r$ and $R$ are large, this derivative is small.

On the other hand, just as we translated $\zeta$ so that the graph of $\zeta$ goes through $\mathbf{0}$, we can translate $\zeta+\tau \psi$ so that its graph goes through $\mathbf{0}$. By Lemma 2.2, there is a function $\zeta_{\tau}$ such that $\Gamma_{\zeta_{\tau}}=Y^{-\tau \psi(\mathbf{0})} \Gamma_{\zeta+\tau \psi}$, which can be written as follows. For any $\tau \in \mathbb{R}$ and $w \in V_{0}$, let

$$
\begin{equation*}
w_{\tau}:=Y^{\tau \psi(\mathbf{0})} w Y^{-\tau \psi(\mathbf{0})}=w-\tau \psi(\mathbf{0}) x(w) Z \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta_{\tau}(w):=(\zeta+\tau \psi)\left(w_{\tau}\right)-(\zeta+\tau \psi)(\mathbf{0}) \tag{50}
\end{equation*}
$$

Then $\zeta_{0}=\zeta, \zeta_{\tau}(\mathbf{0})=0$, and $\Gamma_{\zeta_{\tau}}=Y^{-\tau \psi(\mathbf{0})} \Gamma_{\zeta+\tau \psi}$. By the left-invariance of $\tilde{T}$, for any $w \in V_{0}$ and $\tau \in \mathbb{R}$, we have

$$
G_{\zeta, \psi}^{r, R}(\tau)(w)=F_{\zeta+\tau \psi}^{r, R}(w)=F_{\zeta_{\tau}}^{r, R}\left(Y^{-\tau \psi(\mathbf{0})} w\right)=F_{\zeta_{\tau}}^{r, R}\left(w_{\tau}\right)
$$

where the last equality uses the fact that $F_{\zeta_{\tau}}^{r, R}$ is constant on cosets of $\langle Y\rangle$. In particular,

$$
\begin{equation*}
G_{\zeta, \psi}^{r, R}(\tau)(\mathbf{0})=F_{\zeta_{\tau}}^{r, R}(\mathbf{0})=\int_{A_{r, R}} \widehat{K}\left(\Psi_{\zeta_{\tau}}(\mathbf{0})^{-1} \Psi_{\zeta_{\tau}}(v)\right) \mathrm{d} v=\int_{A_{r, R}} \widehat{K}\left(\Psi_{\zeta_{\tau}}(v)\right) \mathrm{d} v \tag{51}
\end{equation*}
$$

so we can compute $\left(G_{\zeta, \psi}^{r, R}\right)^{\prime}$ by differentiating (51) (see Lemma 7.3 below). This avoids the boundary terms in Lemma 7.2. We will see that when $r$ and $R$ are small, the derivative of (51) is small.

We first consider the derivative of (48). For any $R>0$, let $M_{R}(x)=$ $\frac{1}{4} \sqrt{R^{4}-x^{4}}$ so that $B(\mathbf{0}, R) \cap V_{0}=\left\{(x, 0, z)| | x\left|\leq R,|z| \leq M_{R}(x)\right\}\right.$. Recall that $Y_{\mathrm{L}}$ is the left-invariant vector field $Y_{\mathrm{L}}(x, y, z):=\left(0,1, \frac{x}{2}\right)$ and $Y_{\mathrm{R}}$ is the right-invariant vector field $Y_{\mathrm{R}}(x, y, z):=\left(0,1,-\frac{x}{2}\right)$.

For the rest of this section, we suppose that $\zeta$ and $\psi$ are as in Lemma 7.1 and that $\zeta(\mathbf{0})=0$ so that $\mathbf{0} \in \Gamma_{\zeta}$. We let $0<r<1, L=\left\|\nabla_{\zeta} \zeta\right\|_{\infty}$, and $B=B(\mathbf{0},(2 L+1) r)$, and we suppose that $\|\zeta\|_{W_{\zeta}^{\prime}(B)} \leq C$. For $q \in \mathbb{H}$, we let $\bar{q}=\Psi_{\zeta}(q)$.

Lemma 7.2. Let $R^{\prime}>R>0$. Then

$$
\begin{align*}
\left(G_{\zeta, \psi}^{R, R^{\prime}}\right)^{\prime}(0)(\mathbf{0})= & \int_{A_{R, R^{\prime}}} \psi(w) Y_{\mathrm{L}} \widehat{K}(\bar{w})-\psi(\mathbf{0}) Y_{\mathrm{R}} \widehat{K}(\bar{w}) \mathrm{d} q  \tag{52}\\
& -\left.\psi(\mathbf{0}) \int_{-R}^{R} x \cdot \widehat{K}\left(\Psi_{\zeta}(x, 0, z)\right)\right|_{z=-M_{R}(x)} ^{M_{R}(x)} \mathrm{d} x \\
& +\left.\psi(\mathbf{0}) \int_{-r}^{r} x \cdot \widehat{K}\left(\Psi_{\zeta}(x, 0, z)\right)\right|_{z=-M_{r}(x)} ^{M_{r}(x)} \mathrm{d} x
\end{align*}
$$

where $\left.f(z)\right|_{z=a} ^{b}$ denotes $f(b)-f(a)$. Further,

$$
\left|\left(G_{\zeta, \psi}^{R, R^{\prime}}\right)^{\prime}(0)(\mathbf{0})\right| \lesssim\|\psi\|_{\infty} R^{-1}
$$

Proof. We proceed by differentiating (48). By the definition of $M_{R}$, we have

$$
A_{R, R^{\prime}}=\left\{(x, 0, z) \mid z \in\left[-M_{R^{\prime}}(x), M_{R^{\prime}}(x)\right] \backslash\left(-M_{R}(x), M_{R}(x)\right)\right\}
$$

Let $A_{R, R^{\prime}}(x, t):=\left\{z \mid(x, 0, z) \in A_{R, R^{\prime}}^{t}\right\}$. Since $Y^{y}(x, 0, z) Y^{-y}=(x, 0, z-$ $y x)$, we have

$$
\begin{aligned}
A_{R, R^{\prime}}(x, t)=\left[-M_{R^{\prime}}(x)-t \psi(\mathbf{0}) x\right. & \left., M_{R^{\prime}}(x)-t \psi(\mathbf{0}) x\right] \\
& \left(-M_{R}(x)-t \psi(\mathbf{0}) x, M_{R}(x)-t \psi(\mathbf{0}) x\right)
\end{aligned}
$$

Let $w=(x, 0, z)$ and $\lambda_{t}(w)=Y^{-t \psi(\mathbf{0})} \bar{w} Y^{t \psi(w)}$. Then by (48),

$$
\begin{aligned}
G_{\zeta, \psi}^{R, R^{\prime}}(t)= & \int_{-R^{\prime}}^{R^{\prime}} \int_{A_{R, R^{\prime}}(x, t)} \widehat{K}\left(\lambda_{t}(x, 0, z)\right) \mathrm{d} z \mathrm{~d} x \\
\left(G_{\zeta, \psi}^{R, R^{\prime}}\right)^{\prime}(t)= & \int_{A_{R, R^{\prime}}^{t}} \frac{\mathrm{~d}}{\mathrm{~d} t}\left[\widehat{K}\left(\lambda_{t}(q)\right)\right] \mathrm{d} q \\
& -\left.\int_{-R^{\prime}}^{R^{\prime}} \psi(\mathbf{0}) x \cdot \widehat{K}\left(\lambda_{t}(x, 0, z)\right)\right|_{z=-M_{R^{\prime}}(x)-t \psi(\mathbf{0}) x} ^{M_{R^{\prime}}(x)-t \psi(\mathbf{0}) x} \mathrm{~d} x \\
& +\left.\int_{-R}^{R} \psi(\mathbf{0}) x \cdot \widehat{K}\left(\lambda_{t}(x, 0, z)\right)\right|_{z=-M_{R}(x)-t \psi(\mathbf{0}) x} ^{M_{R}(x)-t \psi(\mathbf{0}) x} \mathrm{~d} x
\end{aligned}
$$

When $t=0$,

$$
\begin{aligned}
\left(G_{\zeta, \psi}^{R, R^{\prime}}\right)^{\prime}(0)(\mathbf{0})= & \int_{A_{R, R^{\prime}}} \psi(q) Y_{\mathrm{L}} \widehat{K}(\bar{q})-\psi(\mathbf{0}) Y_{\mathrm{R}} \widehat{K}(\bar{q}) \mathrm{d} q \\
& \quad-\left.\psi(\mathbf{0}) \int_{-R^{\prime}}^{R^{\prime}} x \widehat{K}\left(\Psi_{\zeta}(x, 0, z)\right)\right|_{z=-M_{R^{\prime}}(x)} ^{M_{R^{\prime}}(x)} \mathrm{d} x \\
& +\left.\psi(\mathbf{0}) \int_{-R}^{R} x \widehat{K}\left(\Psi_{\zeta}(x, 0, z)\right)\right|_{z=-M_{R}(x)} ^{M_{R}(x)} \mathrm{d} x \\
= & I_{1}-I_{2}^{R^{\prime}}+I_{2}^{R}
\end{aligned}
$$

This proves (52).
We thus consider $I_{1}, I_{2}^{R^{\prime}}$, and $I_{2}^{R}$. Since $Y_{\mathrm{L}} \widehat{K}$ and $Y_{\mathrm{R}} \widehat{K}$ are homogeneous of degree -4 ,

$$
\left|\psi(w) Y_{\mathrm{L}} \widehat{K}(\bar{w})-\psi(\mathbf{0}) Y_{\mathrm{R}} \widehat{K}(\bar{w})\right| \lesssim\|\psi\|_{\infty}\|w\|_{\mathrm{Kor}}^{-4}
$$

By Lemma 5.3,

$$
\left|I_{1}\right| \lesssim \int_{A_{R, R^{\prime}}}\|\psi\|_{\infty}\|w\|_{\text {Kor }}^{-4} \mathrm{~d} w \lesssim \int_{R}^{R^{\prime}}\|\psi\|_{\infty} \kappa^{-4} \cdot \kappa^{2} \mathrm{~d} \kappa \leq\|\psi\|_{\infty} R^{-1}
$$

Let $s \in\left[R, R^{\prime}\right]$. Since $\left\|\left(x, 0, M_{s}(x)\right)\right\|_{\text {Kor }}=s$, we have

$$
\left|\widehat{K}\left(\Psi_{\zeta}\left(x, 0, M_{s}(x)\right)\right)\right| \lesssim s^{-3}
$$

and

$$
\left|I_{2}^{s}(t)\right| \lesssim \psi(\mathbf{0}) \int_{-s}^{s}|x| s^{-3} \mathrm{~d} x \lesssim\|\psi\|_{\infty} s^{-1}
$$

Putting these bounds together,

$$
\left|\left(G_{\zeta, \psi}^{R, R^{\prime}}\right)^{\prime}(0)(\mathbf{0})\right| \lesssim\|\psi\|_{\infty} R^{-1}+\|\psi\|_{\infty}\left(R^{\prime}\right)^{-1}+\|\psi\|_{\infty} R^{-1} \lesssim\|\psi\|_{\infty} R^{-1}
$$

as desired.
Now we differentiate (51).
Lemma 7.3. Let $0<s^{\prime}<s \leq r$. Then

$$
\begin{equation*}
\left(G_{\zeta, \psi}^{s^{\prime}, s^{\prime}}\right)^{\prime}(0)(\mathbf{0})=\int_{A_{s^{\prime}, s}}\left(\psi(w)-\psi(\mathbf{0})-\psi(\mathbf{0}) x \partial_{z} \zeta(w)\right) Y_{\mathrm{L}} \widehat{K}(\bar{w}) \mathrm{d} w \tag{53}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\left|\left(G_{\zeta, \psi}^{s^{\prime}, s}\right)^{\prime}(0)(\mathbf{0})\right| \lesssim_{C}\|\psi\|_{W_{\zeta}(B)} s \tag{54}
\end{equation*}
$$

To prove this lemma, we will need the following bound, which will also be used in Section 11. Recall that $\theta(x, y, z)=(-x,-y, z)$ is rotation around the $z$-axis.

Lemma 7.4. Let $j \geq 0$ and let $M$ be a smooth ( $-j$ )-homogeneous kernel. Then for all $w \in B(\mathbf{0}, r)$,

$$
\left|M\left(\Psi_{a}(w)\right)-(-1)^{j} M\left(\Psi_{a}(\theta(w))\right)\right| \lesssim M, L^{\|\zeta\|_{W_{\zeta}^{\prime}(B)}\|w\|_{\text {Kor }}^{1-j} .}
$$

Proof. Since $M$ is $(-j)$-homogeneous, we note that $M(\theta(p))=M\left(s_{-1}(p)\right)=$ $(-1)^{j} M(p)$ for all $p$. As in the proof of Lemma 5.2, for all $w \in V_{0}$, the points $\theta\left(\Psi_{\zeta}(w)\right)=\theta(w) Y^{-\zeta(w)}$ and $\Psi_{\zeta}(\theta(w))=\theta(w) Y^{\zeta(\theta(w))}$ lie in the same coset of $\langle Y\rangle$. Furthermore, by Lemma 2.9, if $w \in B(\mathbf{0}, r)$, then

$$
\zeta(w)=x(w) \nabla_{\zeta} \zeta(\mathbf{0})+O_{L}\left(C\|w\|_{\text {Kor }}^{2}\right),
$$

so the distance between these points satisfies

$$
\begin{equation*}
|\zeta(w)+\zeta(\theta(w))|=(x(w)-x(w)) \nabla_{\zeta} \zeta(\mathbf{0})+O_{L}\left(C\|w\|_{\text {Kor }}^{2}\right) \lesssim_{L} C\|w\|_{\text {Kor }}^{2} . \tag{55}
\end{equation*}
$$

By the Mean Value Theorem, there is a point $k(w)$ lying on the horizontal line between $\theta\left(\Psi_{\zeta}(w)\right)$ and $\Psi_{\zeta}(\theta(w))$ such that

$$
\begin{aligned}
& \left|M\left(\Psi_{\zeta}(w)\right)-(-1)^{j} M\left(\Psi_{\zeta}(\theta(w))\right)\right|=\left|M\left(\theta\left(\Psi_{\zeta}(w)\right)\right)-M\left(\Psi_{\zeta}(\theta(w))\right)\right| \\
& =\left|Y_{\mathrm{L}} M(k(w))\right||\zeta(w)+\zeta(\theta(w))| \lesssim_{L} C\|w\|_{\text {Kor }}^{2}\left|Y_{\mathrm{L}} M(k(w))\right| .
\end{aligned}
$$

Since $\zeta$ is intrinsic Lipschitz with constant depending on $L$, we have

$$
\|k(w)\|_{\text {Kor }} \approx_{L}\|\Pi(w)\|_{\text {Kor }} \leq 2\|w\|_{\text {Kor }} .
$$

By Lemma 2.1, $Y_{\mathrm{L}} M$ is $(-j-1)$-homogeneous, so

$$
\left|M\left(\Psi_{a}(w)\right)-(-1)^{j} M\left(\Psi_{a}(\theta(w))\right)\right| \lesssim_{L, M} C\|w\|_{\text {Kor }}^{2}\|k(w)\|_{\text {Kor }}^{-j-1} \lesssim_{L} C\|w\|_{\text {Kor }}^{1-j}
$$ as desired.

Now we prove Lemma 7.3. We take advantage of the symmetry of $A_{s^{\prime}, s}$ by decomposing functions into odd and even parts. For any function $f: \mathbb{H} \rightarrow \mathbb{R}$, we have the following even-odd decomposition:

$$
\begin{equation*}
f(w)=\frac{1}{2}(f(w)+f(\theta(w)))+\frac{1}{2}(f(w)-f(\theta(w)))=: f^{e}(w)+f^{\circ}(w) \tag{56}
\end{equation*}
$$

Let $E \subseteq \mathbb{H}$ be a subset for which $\theta(E)=E$. As $\int_{E} f(w) \mathrm{d} w=\int_{E} f(\theta(w)) \mathrm{d} w$, we get that $\int_{E} f^{\circ}(w) \mathrm{d} w=0$ and so if $f$ is integrable on $E$, then

$$
\begin{equation*}
\int_{E} f(w) \mathrm{d} w=\int_{E} f^{\mathrm{e}}(w) \mathrm{d} w \tag{57}
\end{equation*}
$$

Moreover, if $g: \mathbb{H} \rightarrow \mathbb{R}$ and $f g$ is integrable on $E$, then

$$
\begin{equation*}
\int_{E} f g \mathrm{~d} w=\int_{E}\left(f^{\mathrm{e}}+f^{\circ}\right)\left(g^{\mathrm{e}}+g^{\circ}\right) \mathrm{d} w=\int_{E} f^{\mathrm{e}} g^{\mathrm{e}}+f^{\circ} g^{\circ} \mathrm{d} w \tag{58}
\end{equation*}
$$

Proof of Lemma 7.3. By (51),

$$
\begin{align*}
&\left(G_{\zeta, \psi}^{s^{\prime}, s}\right)^{\prime}(0)(\mathbf{0})=\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\int_{A_{s^{\prime}, s}} \widehat{K}\left(\Psi_{\zeta_{\tau}}(w)\right) \mathrm{d} w\right]_{\tau=0}  \tag{59}\\
&=\int_{A_{s^{\prime}, s}} \partial_{\tau}\left[\zeta_{\tau}(w)\right](0) \cdot Y_{\mathrm{L}} \widehat{K}(\bar{w}) \mathrm{d} w
\end{align*}
$$

We differentiate (50) to get

$$
\partial_{\tau}\left[\zeta_{\tau}(w)\right]=-\psi(\mathbf{0}) x(w) \partial_{z}[\zeta+\tau \psi]\left(w_{\tau}\right)+\psi\left(w_{\tau}\right)-\psi(\mathbf{0})
$$

where $w_{\tau}=w-\tau \psi(\mathbf{0}) x(w) Z$ is as in (49). Let

$$
m(w)=\partial_{\tau}\left[\zeta_{\tau}(w)\right](0)=\psi(w)-\psi(\mathbf{0})-\psi(\mathbf{0}) x(w) \partial_{z} \zeta(w)
$$

so that

$$
\left(G_{\zeta, \psi}^{s^{\prime}, s}\right)^{\prime}(0)(\mathbf{0})=\int_{A_{s^{\prime}, s}} m(w) Y_{\mathrm{L}} \widehat{K}(\bar{w}) \mathrm{d} w
$$

this is (53).
For $w \in V_{0}$, let $N_{Y_{\mathrm{L}} \widehat{K}}(w):=Y_{\mathrm{L}} \widehat{K}(\bar{w})$. We will estimate $I:=\left(G_{\zeta, \psi}^{s^{\prime}, s}\right)^{\prime}(0)(\mathbf{0})$ by decomposing $m$ and $N_{Y_{\mathrm{L}} \widehat{K}}$ into odd and even parts.

By (58),

$$
I=\int_{A_{s^{\prime}, s}} m^{\mathrm{e}}(w) N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{e}}(w)+m^{\circ}(w) N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{o}}(w) \mathrm{d} w
$$

Let $w \in B(\mathbf{0}, r)$ and let $\kappa=\|w\|_{\text {Kor }}$. Note that $0 \leq \kappa \leq r \leq 1$. By Lemma 2.9,

$$
\psi(w)-\psi(\mathbf{0})=x(w) \nabla_{\zeta} \psi(\mathbf{0})+O\left(\|\psi\|_{W_{\zeta}(B)} \kappa^{2}\right)
$$

and
$\partial_{z} \zeta(w)=\partial_{z} \zeta(\mathbf{0})+O\left(\left\|\partial_{z}^{2} \zeta\right\|_{L_{\infty}(B)} \kappa^{2}+\left\|\nabla_{\zeta} \partial_{z} \zeta\right\|_{L_{\infty}(B)} \kappa\right)=\partial_{z} \zeta(\mathbf{0})+O(C \kappa)$.

Therefore,

$$
\begin{gather*}
m(w)=x(w) \nabla_{\zeta} \psi(\mathbf{0})-\psi(\mathbf{0}) x(w) \partial_{z} \zeta(\mathbf{0})+O\left(\|\psi\|_{W_{\zeta}(B)} \kappa^{2}+\psi(\mathbf{0}) x(w) C \kappa\right)  \tag{60}\\
=x(w) \nabla_{\zeta} \psi(\mathbf{0})-\psi(\mathbf{0}) x(w) \partial_{z} \zeta(\mathbf{0})+O\left(\|\psi\|_{W_{\zeta}(B)}(1+C) \kappa^{2}\right) .
\end{gather*}
$$

Thus $\left|m^{\mathrm{e}}(w)\right| \lesssim_{C}\|\psi\|_{W_{\zeta}(B)} \kappa^{2}$.
Similarly, $\psi(w)-\psi(\mathbf{0})=O\left(\|\psi\|_{W_{\zeta}(B)} \kappa\right)$ and $\partial_{z} \zeta=O\left(\|\zeta\|_{W_{\zeta}^{\prime}(B)}\right)$, so (61) $m(w)=O\left(\|\psi\|_{W_{\zeta}(B)} \kappa\right)+O\left(\psi(0) \kappa\|\zeta\|_{W_{\zeta}^{\prime}(B)}\right)=O\left(\|\psi\|_{W_{\zeta}(B)}(1+C) \kappa\right)$, and $\left|m^{\circ}(w)\right| \lesssim_{C}\|\psi\|_{W_{\zeta}(B)} \kappa$. Since $Y_{\mathrm{L}} \widehat{K}$ is -4 -homogeneous, $\left|N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{e}}(w)\right| \lesssim$ $\kappa^{-4}$. By Lemma 7.4, $\left|N_{Y_{\llcorner } \widehat{K}}^{\circ}(w)\right| \lesssim_{C} \kappa^{-3}$.

Therefore,

$$
\left|m^{\mathrm{e}}(w) N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{e}}(w)+m^{\circ}(w) N_{Y_{\mathrm{L}} \widehat{K}}^{\circ}(w)\right| \lesssim_{C}\|\psi\|_{W_{\zeta}(B)} \kappa^{-2} .
$$

By Lemma 5.3,

$$
|I| \lesssim C \int_{s^{\prime}}^{s}\|\psi\|_{W_{\zeta}(B)} \kappa^{-2} \cdot \kappa^{2} \mathrm{~d} \kappa \leq\|\psi\|_{W_{\zeta}(B)} s
$$

as desired.
Finally, we prove Lemma 7.1.
Proof of Lemma 7.1. For $w \in V_{0}$ and $\tau \in \mathbb{R}$, let $\psi_{\tau}(w):=\psi\left(w_{\tau}\right)$, where $w_{\tau}$ is as in (49). Let $t \in \mathbb{R}$. Then by (50),

$$
\zeta_{\tau+t}(w)=(\zeta+\tau \psi+t \psi)\left(w_{\tau+t}\right)-(\zeta+\tau \psi+t \psi)(\mathbf{0})=\left(\zeta_{\tau}+t \psi_{\tau}\right)\left(Y^{t \psi(\mathbf{0})} w\right)-t \psi(\mathbf{0})
$$

so by Lemma 2.2,

$$
\Gamma_{\zeta_{\tau+t}}=Y^{-t \psi(\mathbf{0})} \Gamma_{\zeta_{\tau}+t \psi_{\tau}}
$$

Therefore, for $s<S$,

$$
G_{\zeta, \psi}^{s, S}(\tau+t)(\mathbf{0})=G_{\zeta_{\tau}, \psi_{\tau}}^{s, S}(t)(\mathbf{0}) .
$$

Differentiating with respect to $t$ gives

$$
\left(G_{\zeta, \psi}^{s, S}\right)^{\prime}(\tau)(\mathbf{0})=\left(G_{\zeta_{\tau}, \psi_{\tau}}^{s, S}\right)^{\prime}(0)(\mathbf{0})
$$

Let $0<s^{\prime}<s \leq r$ and let $r \leq S<S^{\prime}$. Let $B^{\prime}=B(\mathbf{0},(2 L+3) r)$. If $\tau$ is sufficiently small, then $\left\|\nabla_{\zeta_{\tau}} \zeta_{\tau}\right\|_{\infty}<L+1,\left\|\zeta_{\tau}\right\|_{W_{\zeta_{\tau}}^{\prime}\left(B^{\prime}\right)} \leq C+1$, and $\left\|\psi_{\tau}\right\|_{W_{\zeta \tau}\left(B^{\prime}\right)} \leq 2\|\psi\|_{W_{\zeta}(B)}$. Then Lemma 7.2 and Lemma 7.3 imply that

$$
\begin{array}{r}
\left|\left(G_{\zeta_{\tau}, \psi_{\tau}}^{s^{\prime}, S^{\prime}}\right)^{\prime}(0)(\mathbf{0})-\left(G_{\zeta_{\tau}, \psi_{\tau}}^{s, S}\right)^{\prime}(0)(\mathbf{0})\right|=\left|\left(G_{\zeta_{\tau}, \psi_{\tau}}^{s^{\prime}, s}\right)^{\prime}(0)(\mathbf{0})+\left(G_{\zeta_{\tau}, \psi_{\tau}}^{S, S^{\prime}}\right)^{\prime}(0)(\mathbf{0})\right|  \tag{62}\\
\vdots L, C\|\psi\|_{\infty} s+\|\psi\|_{W_{\zeta}(B)} S^{-1}
\end{array}
$$

That is, $\left(G_{\zeta, \psi}^{s, S}\right)^{\prime}(\tau)(\mathbf{0})=\left(G_{\zeta_{\tau}, \psi_{\tau}}^{s, S}\right)^{\prime}(0)(\mathbf{0})$ is Cauchy as $s \rightarrow 0$ and $S \rightarrow \infty$, with bounds independent of $\tau$. Thus, $\left(G_{\zeta, \psi}^{s, S}\right)^{\prime}(\tau)$ converges uniformly as
$s \rightarrow 0$ and $S \rightarrow \infty$. This lets us pass the derivative under the limit, so by Lemma 5.2,

$$
G_{\zeta, \psi}^{\prime}(\tau)=\frac{\mathrm{d}}{\mathrm{~d} \tau} \lim _{\substack{s \rightarrow 0 \\ S \rightarrow \infty}} G_{\zeta, \psi}^{s, S}(\tau)=\lim _{\substack{s \rightarrow 0 \\ S \rightarrow \infty}}\left(G_{\zeta, \psi}^{s, S}\right)^{\prime}(\tau) .
$$

Finally, (62) implies that

$$
\left|G_{\zeta, \psi}^{\prime}(0)(p)-\left(G_{\zeta, \psi}^{s, S}\right)^{\prime}(0)(p)\right| \lesssim L, C\|\psi\|_{\infty} s+\|\psi\|_{W_{\zeta}(B)}
$$

as desired.
This implies Proposition 6.1 and thus part (1) of Lemma 6.3.

## 8. Approximating by a planar singular integral

For any vertical plane $P \subset \mathbb{H}$ with nonzero slope, let $\lambda_{P}: \mathbb{H} \rightarrow \mathbb{R}$ be the affine function such that $\Gamma_{\lambda_{P}}=P$. For any bounded smooth function $\phi: \mathbb{H} \rightarrow \mathbb{R}$ which is constant on cosets of $\langle Y\rangle$, let $H_{P, \phi}: P \rightarrow \mathbb{R}$ be the function

$$
H_{P, \phi}(p):=G_{\lambda_{P}, \phi}^{\prime}(0)(p)
$$

for any $p \in P$. By Lemma 7.1 and Lemma 7.3, $H_{P, \phi}(p)$ exists and

$$
H_{P, \phi}(p)=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}}\left(G_{\lambda_{P}, \phi}^{r, R}\right)^{\prime}(0)(p)=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \int_{p A_{r, R}}(\phi(q)-\phi(p)) Y_{\mathrm{L}} \widehat{K}\left(p^{-1} \Pi_{P}(q)\right) \mathrm{d} q ;
$$

recall that we denote this limit by

$$
\begin{equation*}
H_{P, \phi}(p)=\mathrm{pv} \cdot(p) \int_{p V_{0}}(\phi(q)-\phi(p)) Y_{\mathrm{L}} \widehat{K}\left(p^{-1} \Pi_{P}(q)\right) \mathrm{d} q . \tag{63}
\end{equation*}
$$

The functions which are constant on cosets of $\langle Y\rangle$ are naturally identified with functions on $P$, so we can view $\phi \mapsto H_{P, \phi}$ as a singular integral operator acting on functions from $P$ to $\mathbb{R}$. It is translation-invariant in the sense that if $P_{0}$ goes through $\mathbf{0}, v_{0} \in P_{0}$, and $\hat{\phi}(v)=\phi\left(v+v_{0}\right)$ for all $v \in P_{0}$, then

$$
H_{P_{0}, \hat{\phi}}(v)=H_{P_{0}, \phi}\left(v+v_{0}\right)
$$

for all $v \in P_{0}$.
In this section, we will show that when $P$ is tangent to $\Gamma_{f_{i}}$ at $p$, then $H_{P, \nu_{i}}$ approximates $G_{f_{i}, \nu_{i}}^{\prime}(0)$ in a neighborhood of $p$. We will use this to bound how quickly $G_{f_{i}, \nu_{i}}^{\prime}(0)$ can vary, and in the next section, we will use this approximation to bound the correlation between $G_{f_{i}, \nu_{i}}^{\prime}(0)$ and $G_{f_{j}, \nu_{j}}^{\prime}(0)$ when $i \neq j$.

After rescaling $f_{i}$ and $\nu_{i}$ as in Section 3.1, it suffices to consider functions $\alpha$ and $\gamma$ that satisfy the conclusion of Lemma 3.12, i.e., satisfy (22) and (23) for some $c>0$. Many of the constants in the following bounds will depend on the value of $c$, so we omit $c$ from the subscripts for the rest of this section. We will prove the following lemmas.

Lemma 8.1 ( $H$ approximates $G^{\prime}$ ). Let $\alpha$ and $\gamma$ satisfy Lemma 3.12 for some sufficiently large $\rho$. Let $\epsilon=\frac{1}{10}$. Let $p \in \Gamma_{\alpha}$ and let $P$ be the tangent plane to $\Gamma_{\alpha}$ at $p$. For any $q \in P$ such that $d_{\mathrm{Kor}}(p, q) \leq \rho^{\epsilon}$,

$$
\left|G_{\alpha, \gamma}^{\prime}(0)(q)-H_{P, \gamma}(q)\right| \lesssim \rho^{-\epsilon} .
$$

Furthermore, for any $0<r \leq 1 \leq R$,

$$
\begin{equation*}
\left|H_{P, \gamma}(q)-\left(G_{\lambda_{P}, \gamma}^{r, R}\right)^{\prime}(0)(q)\right| \lesssim A^{-1}\left(R^{-1}+r\right) . \tag{64}
\end{equation*}
$$

Lemma 8.2 (Hölder bounds on $G_{\alpha, \gamma}^{\prime}$ ). Let $\epsilon=\frac{1}{10}$. For all $p, q \in \Gamma_{\alpha}$,

$$
\begin{equation*}
\left|G_{\alpha, \gamma}^{\prime}(0)(p)-G_{\alpha, \gamma}^{\prime}(0)(q)\right| \lesssim d_{\mathrm{Kor}}(p, q)^{\epsilon}+\rho^{-\frac{1}{2}} \tag{65}
\end{equation*}
$$

We apply Lemma 8.2 to $G_{f_{i}, \nu_{i}}^{\prime}$ by rescaling.
Corollary 8.3 (Hölder bounds on $G_{f_{i}, \nu_{i}}^{\prime}$ ). Let $\epsilon>0$ be as above. Let $i \geq 0$, let $r_{i}=A^{-1} \rho^{-i}$, and let $p, q \in \Gamma_{f_{i}}$. Then

$$
\begin{equation*}
\left|G_{f_{i}, \nu_{i}}^{\prime}(0)(p)-G_{f_{i}, \nu_{i}}^{\prime}(0)(q)\right| \lesssim\left(r_{i}^{-1} d_{\text {Kor }}(p, q)\right)^{\epsilon}+\rho^{-\frac{1}{2}} \tag{66}
\end{equation*}
$$

Proof. Let $g=G_{f_{i}, \nu_{i}}^{\prime}(0)$. Let $s_{i}=s_{r_{i}}^{-1}$. Let $\alpha(p)=r_{i}^{-1} f_{i}\left(s_{i}^{-1}(p)\right)$ and $\gamma(p)=r_{i}^{-1} \nu_{i}\left(s_{i}^{-1}(p)\right)$. These satisfy Lemma 3.12 and $g(p)=G_{\alpha, \gamma}^{\prime}(0)\left(s_{i}(p)\right)$. If $p, q \in \Gamma_{f_{i}}$, then $s_{i}(p), s_{i}(q) \in \Gamma_{\alpha}$, so, by Lemma 8.2,

$$
|g(p)-g(q)|=\left|G_{\alpha, \gamma}^{\prime}(0)\left(s_{i}(p)\right)-G_{\alpha, \gamma}^{\prime}(0)\left(s_{i}(q)\right)\right| \lesssim\left(r_{i}^{-1} d_{\operatorname{Kor}}(p, q)\right)^{\epsilon}+\rho^{-\frac{1}{2}}
$$

The proofs of Lemmas 8.1 and 8.2 are based on the following bounds.
Lemma 8.4. Let $\alpha$ and $\gamma$ satisfy Lemma 3.12. Let $C>0$ and let $P$ be a vertical plane with $|\operatorname{slope}(P)| \leq C$. Let $W=X+\operatorname{slope}(P) Y$. Let $\nabla_{P}=$ $\nabla_{\lambda_{P}}$. Let $i, j \geq 0$ and $i+j \leq 3$. Then for any $p \in P$,

$$
\begin{equation*}
\left|W^{i} Z^{j} \gamma(p)\right|=\left|\nabla_{P}^{i} Z^{j} \gamma(p)\right| \lesssim_{C} A^{-1}\left(1+d_{\text {Kor }}\left(p, \Gamma_{\alpha}\right)\right)^{i} . \tag{67}
\end{equation*}
$$

Lemma 8.5. Let $\alpha$ and $\gamma$ satisfy Lemma 3.12. Let $p \in \Gamma_{\alpha}$ and let $P$ be the tangent plane to $\Gamma_{\alpha}$ at $p$. When $\rho$ is sufficiently large,

$$
G_{\alpha, \gamma}^{\prime}(0)(p)=H_{P, \gamma}(p)+O\left(\rho^{-\frac{1}{2}}\right)
$$

Lemma 8.6. Let $\alpha$ and $\gamma$ satisfy Lemma 3.12. Let $p \in \Gamma_{\alpha}$ and let $C>0$. Then for any two planes $P$ and $Q$ through $p$ with slopes at most $C$,

$$
\left|H_{P, \gamma}(p)-H_{Q, \gamma}(p)\right| \lesssim_{C} \mid \text { slope } P-\text { slope } Q \mid
$$

Lemma 8.7. Let $\alpha$ and $\gamma$ satisfy Lemma 3.12. Let $p \in \Gamma_{\alpha}$ and $q \in \mathbb{H}$. Let $P$ be a plane through $\mathbf{0}$ with $\mid$ slope $P \mid \leq 1$, and suppose that $d_{\text {Kor }}(p, q) \leq 1$. Then

$$
\left|H_{p P, \gamma}(p)-H_{q P, \gamma}(q)\right| \lesssim d_{\text {Kor }}(p, q)^{\frac{1}{5}}
$$

Given these lemmas, we prove Lemmas 8.1 and 8.2 as follows.

Proof of Lemma 8.1. Let $p \in \Gamma_{\alpha}$ and let $P_{p}$ be the tangent plane to $\Gamma_{\alpha}$ at $p$. Let $\lambda$ be the affine function such that $\Gamma_{\lambda}=P_{p}$, and let $q \in P_{p}$ be such that $d_{\text {Kor }}(p, q) \leq \rho^{\epsilon}$.

Let $\kappa=d_{\text {Kor }}(p, q)$. By Lemma 2.9 and Lemma 3.12, $\bar{q}=q Y^{t}$, where $t=\alpha(q)-\lambda(q)=O\left(\rho^{-1} \kappa^{2}\right)$. We choose $\rho$ large enough that $|t|<1$. Let $P_{\bar{q}}$ be the tangent plane to $\Gamma_{\alpha}$ at $\bar{q}$ and let $Q=Y^{-t} P_{\bar{q}}$ be the plane through $q$ parallel to $P_{\bar{q}}$. Then by the triangle inequality,

$$
\begin{aligned}
\left|G_{\alpha, \gamma}^{\prime}(0)(q)-H_{P_{p}, \gamma}(q)\right| & \leq\left|G_{\alpha, \gamma}^{\prime}(0)(q)-H_{P_{\bar{q}}, \gamma}(\bar{q})\right| \\
& +\left|H_{P_{\bar{q}}, \gamma}(\bar{q})-H_{Q, \gamma}(q)\right|+\left|H_{Q, \gamma}(q)-H_{P_{p}, \gamma}(q)\right| .
\end{aligned}
$$

By Lemma 8.5,

$$
\left|G_{\alpha, \gamma}^{\prime}(0)(q)-H_{P_{\bar{q}}, \gamma}(\bar{q})\right| \lesssim \rho^{-\frac{1}{2}} .
$$

Since $P_{\bar{q}}$ and $Q$ are parallel and $d_{\mathrm{Kor}}(q, \bar{q}) \leq t<1$, Lemma 8.7 implies that

$$
\left|H_{P_{\bar{q}}, \gamma}(\bar{q})-H_{Q, \gamma}(q)\right| \lesssim d_{\text {Kor }}(q, \bar{q})^{\frac{1}{5}} \lesssim\left(\rho^{-1} \kappa^{2}\right)^{\frac{1}{5}} .
$$

Finally, by Lemma 8.6 and Lemma 2.9,

$$
\left|H_{Q, \gamma}(q)-H_{P_{p}, \gamma}(q)\right| \lesssim\left|\nabla_{\alpha} \alpha(q)-\nabla_{\alpha} \alpha(p)\right| \lesssim \kappa \rho^{-1}+\kappa^{2} \rho^{-1} .
$$

Since $\kappa \leq \rho^{\frac{1}{10}}$, these bounds imply that

$$
\left|G_{\alpha, \gamma}^{\prime}(0)(q)-H_{P_{p}, \gamma}(q)\right| \lesssim \rho^{-\frac{1}{2}}+\left(\rho^{-1} \kappa^{2}\right)^{\frac{1}{5}}+\kappa \rho^{-1}+\kappa^{2} \rho^{-1} \lesssim \rho^{-\frac{1}{10}},
$$

as desired.
To prove (64), we apply Lemma 7.1 with $\zeta=\lambda, \psi=\gamma$, and $r=1$. Let $q \in P_{p}$ such that $\kappa=d_{\text {Kor }}(p, q) \leq \rho^{\epsilon}$ as above. Note that

$$
d_{\text {Kor }}\left(q, \Gamma_{\alpha}\right) \leq d_{\text {Kor }}(q, \bar{q}) \lesssim \rho^{-1} \kappa^{2} \lesssim 1 .
$$

Since $\left|\operatorname{slope}\left(P_{p}\right)\right| \leq 1$, we take $B=B(q, 3)$. Since $\lambda$ is affine, $\|\lambda\|_{W_{\lambda}^{\prime}(B)}=$ 0 . For any $v \in B$, we have $d_{\text {Kor }}\left(v, \Gamma_{\alpha}\right) \lesssim 3+d_{\text {Kor }}\left(q, \Gamma_{\alpha}\right) \lesssim 1$, so Lemma 8.4 implies that $\|\gamma\|_{W_{\lambda}(B)} \lesssim A^{-1}$. By Lemma 7.1 and Lemma 7.3,

$$
\left|H_{P_{p}, \gamma}(q)-\left(G_{\lambda, \gamma}^{r, R}\right)^{\prime}(0)(q)\right| \lesssim\|\gamma\|_{W_{\lambda}(B)} r+\|\gamma\|_{\infty} R^{-1} \lesssim A^{-1}\left(r+R^{-1}\right),
$$

as desired.
Proof of Lemma 8.2. We claim that there is an $\epsilon>0$ such that for all $p, q \in$ $\Gamma_{\alpha}$,

$$
\left|G_{\alpha, \gamma}^{\prime}(0)(p)-G_{\alpha, \gamma}^{\prime}(0)(q)\right| \lesssim d_{\mathrm{Kor}}(p, q)^{\epsilon}+\rho^{-\frac{1}{2}}
$$

Let $r=d_{\text {Kor }}(p, q)$. By Proposition 6.1, $\left\|G_{\alpha, \gamma}^{\prime}(0)\right\|_{\infty} \lesssim 1$, so it suffices to consider the case that $r \leq 1$.

By Lemma 8.5, we have

$$
\begin{equation*}
\left|G_{\alpha, \gamma}^{\prime}(0)(p)-G_{\alpha, \gamma}^{\prime}(0)(q)\right| \lesssim\left|H_{P_{p}, \gamma}(0)(p)-H_{P_{q}, \gamma}(0)(q)\right|+\rho^{-\frac{1}{2}} . \tag{68}
\end{equation*}
$$

Let $Q$ be the plane parallel to $P_{p}$ that goes through $q$. Lemma 8.6 and Lemma 8.7 imply that there is an $\epsilon>0$ such that

$$
\begin{align*}
\mid H_{P_{p}, \gamma}(0)(p) & -H_{P_{q}, \gamma}(0)(q) \mid \\
& \leq\left|H_{P_{p}, \gamma}(0)(p)-H_{Q, \gamma}(0)(q)\right|+\left|H_{Q, \gamma}(0)(q)-H_{P_{q}, \gamma}(0)(q)\right| \\
& \lesssim r^{\epsilon}+\left|\operatorname{slope} Q-\operatorname{slope} P_{q}\right| \\
& =r^{\epsilon}+\left|\nabla_{\alpha} \alpha(p)-\nabla_{\alpha} \alpha(q)\right| . \tag{69}
\end{align*}
$$

By Lemma 2.9 with $a=\alpha$ and $m=\nabla_{\alpha}$ and by Lemma 3.12,

$$
\left|\nabla_{\alpha} \alpha(p)-\nabla_{\alpha} \alpha(q)\right| \lesssim r\left\|\nabla_{\alpha}^{2} \alpha\right\|_{\infty}+r^{2}\left\|\partial_{z} \nabla_{\alpha} \alpha\right\|_{\infty} \lesssim r \rho^{-1} \lesssim r .
$$

Combining this with (68) and (69), we see that

$$
\left|G_{\alpha, \gamma}^{\prime}(0)(p)-G_{\alpha, \gamma}^{\prime}(0)(q)\right| \lesssim r^{\epsilon}+r+\rho^{-\frac{1}{2}} \lesssim r^{\epsilon}+\rho^{-\frac{1}{2}}
$$

as desired.
8.1. Proofs of Lemmas 8.4-8.7. Now we prove the lemmas that we used in the proofs of Lemmas 8.1 and 8.2. First, we prove Lemma 8.4, which bounds derivatives of $\gamma$ near $\Gamma_{\alpha}$.
Proof of Lemma 8.4. Recall that $\Pi_{P}=\Pi_{\lambda_{P}}$ is the projection to $P$ and that $\nabla_{P}(v)=\nabla_{\lambda_{P}}(v)=X(v)+\left(y(v)-\lambda_{P}(v)\right) Z(v)$. Since $\nabla_{P}$ is constant on vertical lines, we have $\left[\nabla_{P}, Z\right]=0$.

Since $W=X+\operatorname{slope}(P) Y$ is horizontal, for any $u \in P$, the curve $g(w)=$ $u W^{w}$ is a horizontal curve in $P$, so its projection $\Pi \circ g$ is an integral curve of $\nabla_{P}$. For any function $a$ which is constant on cosets of $\langle Y\rangle$,

$$
W^{i} a(u)=(a \circ g)^{(i)}(0)=(a \circ \Pi \circ g)^{(i)}(0)=\nabla_{P}^{i} a(\Pi(u))=\nabla_{P}^{i} a(u) .
$$

Therefore, for any $i$ and $j$ and any $p \in P$,

$$
W^{i} Z^{j}[\gamma](p)=\nabla_{P}^{i} Z^{j}[\gamma](p)
$$

This proves the first equality in (67).
We claim that for any $p \in \mathbb{H}$ and any $i \geq 0, j \geq 0$ with $i+j \leq 3$, we have

$$
\begin{equation*}
\left|\nabla_{P}^{i} Z^{j} \gamma(p)\right| \lesssim\left(1+\left|\lambda_{P}(p)-\alpha(p)\right|\right)^{i} \tag{70}
\end{equation*}
$$

Since $\alpha$ is intrinsic Lipschitz, $\left|\lambda_{P}(p)-\alpha(p)\right| \lesssim d_{\operatorname{Kor}}\left(p, \Gamma_{\alpha}\right)$ for all $p \in P$, so this will imply the lemma.

Let $h: \mathbb{H} \rightarrow \mathbb{R}$ be a smooth function that is constant on cosets of $\langle Y\rangle$. Let $\Lambda(v)=1+\left|\lambda_{P}(v)-\alpha(v)\right|$. For $c>0, d \geq 0$ and $n \geq 0$, we say that $h$ has $(c, d, n)$-derivative growth if for any word $E \in\left\{Z, \nabla_{\alpha}\right\}^{*}$ of length at most $d$ and any $q \in \mathbb{H}$, we have

$$
|E h(q)| \leq c A^{-1} \Lambda(q)^{n} .
$$

In particular, $|h(q)| \lesssim A^{-1} \Lambda(q)^{n}$. We claim that $\nabla_{P}^{j} Z^{i} \gamma$ has $\left(c_{j}, 3-i-j, j\right)-$ derivative growth when $i+j \leq 3$. This will imply (70).

When $j=0$, Lemma 3.12 implies that $\gamma$ has $\left(c_{0}, 3,0\right)$-derivative growth and $Z^{i} \gamma$ has ( $c_{0}, 3-i, 0$ )-derivative growth for some $c_{0} \lesssim A^{-1}$.

We thus proceed by induction. Suppose that $h$ has $\left(c_{n}, d, n\right)$-derivative growth for some $d \leq 3$ and consider $\nabla_{P} h$. Note that

$$
\nabla_{P} h=\nabla_{\alpha} h+\left(\alpha-\lambda_{P}\right) Z h .
$$

For any $0 \leq l \leq d-1$, any $E=E_{1} \ldots E_{l} \in\left\{Z, \nabla_{\alpha}\right\}^{*}$, and any $q \in \mathbb{H}$,

$$
\begin{aligned}
&\left|E \nabla_{P} h(q)\right| \leq\left|E \nabla_{\alpha} h(q)\right|+\left|E\left[\left(\alpha-\lambda_{P}\right) Z h\right](q)\right| \\
& \leq c_{n} \Lambda(q)^{n}+\sum_{S \subset\{1, \ldots, l\}}\left|E_{S}\left[\alpha-\lambda_{P}\right](q) \cdot E_{S^{c}} Z h(q)\right|,
\end{aligned}
$$

where $E_{S}=\prod_{i \in S} E_{i}$. By Lemma 3.12, $\left|E_{S}\left[\alpha-\lambda_{P}\right](v)\right| \lesssim_{C} 1$ unless $S=$ $\emptyset$ and $E_{S}=$ id. Furthermore, $E_{S^{c}} Z$ is a word of length at most $d$, so $\left|E_{S^{c}} Z h(q)\right| \leq c_{n} \Lambda(q)^{n}$. Therefore,
$\left|E \nabla_{P} h(q)\right| \lesssim_{C} c_{n} \Lambda(q)^{n}+2^{l} c_{n} \Lambda(q)^{n}+\left|\lambda_{P}(q)-\alpha(q)\right| \cdot c_{n} \Lambda(q)^{n} \lesssim_{C, d} c_{n} \Lambda(q)^{n+1}$. That is, $\nabla_{P} h$ has $\left(c_{n+1}, d-1, n+1\right)$-derivative growth for some $c_{n+1} \lesssim_{C, d} c_{n}$.

For $0 \leq i \leq 3, Z^{i} \gamma$ has $\left(c_{0}, 3-i, 0\right)$-derivative growth for some $c_{0} \lesssim A^{-1}$, so for $0 \leq j \leq 3-i$, there are $c_{j} \lesssim_{C} A^{-1}$ such that $\nabla_{P}^{j} Z^{i} \gamma$ has $\left(c_{j}, 3-i-j, j\right)-$ derivative growth. In particular, for all $p \in P$,

$$
\left|\nabla_{P}^{j} Z^{i} \gamma(p)\right| \leq c_{j} \Lambda(p)^{j} \lesssim_{C} A^{-1}\left(1+\left|\lambda_{P}(p)-\alpha(p)\right|\right)^{j},
$$

as desired.
Proof of Lemma 8.5. Let $p \in \Gamma_{\alpha}$ and let $P$ be the vertical tangent plane to $\Gamma_{\alpha}$ at $p$. We claim that

$$
G_{\alpha, \gamma}^{\prime}(0)(p)=\left.\frac{\mathrm{d}}{\mathrm{~d} t} F_{\alpha+t \gamma}(p)\right|_{t=0}=H_{P, \gamma}(p)+O\left(\rho^{-\frac{1}{2}}\right) .
$$

After translating, we may suppose that $p=\mathbf{0}$. Let $\gamma_{0}(w)=\gamma(w)-\gamma(\mathbf{0})$ for all $w \in \mathbb{H}$. By Proposition 6.1 and (63), we can write

$$
\begin{align*}
\mid G_{\alpha, \gamma}^{\prime}(0)(\mathbf{0}) & -H_{P, \gamma}(\mathbf{0}) \mid \\
& \leq \limsup _{r \rightarrow 0}\left|\left(G_{\alpha, \gamma}^{r, \sqrt{\rho}}\right)^{\prime}(0)(\mathbf{0})-\int_{A_{r, \sqrt{\rho}}} \gamma_{0}(w) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right) \mathrm{d} w\right| \\
71) \quad & +\limsup _{R \rightarrow \infty}\left|\left(G_{\alpha, \gamma}^{\sqrt{\rho}, R}\right)^{\prime}(0)(\mathbf{0})-\int_{A_{\sqrt{\rho}, R}} \gamma_{0}(w) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right) \mathrm{d} w\right| . \tag{71}
\end{align*}
$$

We start by bounding the $R \rightarrow \infty$ term. Since $P$ has bounded slope, we have $\left\|\Pi_{P}(w)\right\|_{\text {Kor }} \approx\|w\|_{\text {Kor }}$. By the homogeneity of $Y_{\mathrm{L}} \widehat{K}$ and the boundedness of $\gamma$,

$$
\left|\int_{A_{\sqrt{\bar{\rho}}, R}} \gamma_{0}(w) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right) \mathrm{d} w\right| \lesssim\left|\int_{A_{\sqrt{\rho}, R}}\|w\|_{\mathrm{Kor}}^{-4} \mathrm{~d} w\right| \approx \int_{\sqrt{\rho}}^{\infty} \kappa^{-2} \mathrm{~d} \kappa=\rho^{-\frac{1}{2}},
$$

using Lemma 5.3 to change variables from $w$ to $\kappa$. By Lemma 7.2, for all $R>\sqrt{\rho}$,

$$
\begin{equation*}
\left|\left(G_{\alpha, \gamma}^{\sqrt{\rho}, R}\right)^{\prime}(0)(\mathbf{0})-\int_{A_{\sqrt{\rho}, R}} \gamma_{0}(w) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right) \mathrm{d} w\right| \lesssim \rho^{-\frac{1}{2}}+\rho^{-\frac{1}{2}} \approx \rho^{-\frac{1}{2}} \tag{72}
\end{equation*}
$$

Now we consider the $r \rightarrow 0$ term. By (53), letting $w=(x, 0, z)$, for any $0<r<\sqrt{\rho}$,

$$
\begin{align*}
& \left(G_{\alpha, \gamma}^{r, \sqrt{\rho}}\right)^{\prime}(0)(\mathbf{0})-\int_{A_{r, \sqrt{\rho}}} \gamma_{0}(w) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right) \mathrm{d} w \\
& \quad=\int_{A_{r, \sqrt{\rho}}} \gamma_{0}(w)\left(Y_{\mathrm{L}} \widehat{K}\left(\Psi_{\alpha}(w)\right)-Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right)\right) \mathrm{d} w  \tag{73}\\
& \quad \quad-\int_{A_{r, \sqrt{\rho}}} \gamma(\mathbf{0}) x \partial_{z} \alpha(w) Y_{\mathrm{L}} \widehat{K}\left(\Psi_{\alpha}(w)\right) \mathrm{d} w
\end{align*}
$$

and we will bound each integral separately.
We start with the first integral in (73). Let $w \in V_{0}$ and let $\kappa=\|w\|_{\text {Kor }}$. Let $\lambda=\lambda_{P}$, so that $\Gamma_{\lambda}=P$. By Lemma 2.9,

$$
\begin{equation*}
|\alpha(w)-\lambda(w)| \lesssim \rho^{-1} \kappa^{2} \tag{74}
\end{equation*}
$$

By the Mean Value Theorem, there is some $t$ between $\lambda_{P}(w)$ and $\alpha(w)$ such that

$$
\left|Y_{\mathrm{L}} \widehat{K}\left(w Y^{\alpha(w)}\right)-Y_{\mathrm{L}} \widehat{K}\left(w Y^{\lambda_{P}(w)}\right)\right|=\left|\alpha(w)-\lambda_{P}(w)\right| \cdot\left|Y_{\mathrm{L}}^{2} \widehat{K}\left(w Y^{t}\right)\right|
$$

Furthermore, $\left\|w Y^{t}\right\|_{\text {Kor }} \approx\|w\|_{\text {Kor }}$, so by the (-5)-homogeneity of $Y_{\mathrm{L}}^{2} \widehat{K}$,

$$
\begin{equation*}
\left|Y_{\mathrm{L}} \widehat{K}\left(w Y^{\alpha(w)}\right)-Y_{\mathrm{L}} \widehat{K}\left(w Y^{\lambda_{P}(w)}\right)\right| \stackrel{(74)}{\lesssim} \rho^{-1} \kappa^{2} \cdot \kappa^{-5}=\rho^{-1} \kappa^{-3} . \tag{75}
\end{equation*}
$$

We apply Lemma 2.9 to $\gamma_{0}$ to get

$$
\left|\gamma_{0}(w)\right| \lesssim \kappa\left\|\nabla_{\alpha} \gamma_{0}\right\|_{\infty}+\kappa^{2}\left\|\partial_{z} \gamma_{0}\right\|_{\infty} \lesssim \kappa+\kappa^{2}
$$

by Lemma 3.12. Since $\left\|\gamma_{0}\right\|_{\infty} \lesssim 1$, we have $\left|\gamma_{0}(w)\right| \lesssim \min \left\{\kappa+\kappa^{2}, 1\right\} \lesssim \kappa$. Therefore,

$$
\begin{align*}
& \left|\int_{A_{r, \sqrt{\rho}}} \gamma_{0}(w)\left(Y_{\mathrm{L}} \widehat{K}\left(\Psi_{\alpha}(w)\right)-Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right)\right) \mathrm{d} w\right|  \tag{76}\\
& \quad \lesssim \int_{A_{r, \sqrt{\rho}}}\|w\|_{\text {Kor }} \cdot \rho^{-1}\|w\|_{\text {Kor }}^{-3} \mathrm{~d} w \lesssim \int_{r}^{\sqrt{\rho}} \kappa^{-2} \rho^{-1} \kappa^{2} \mathrm{~d} \kappa \leq \rho^{-\frac{1}{2}}
\end{align*}
$$

using Lemma 5.3 in the penultimate inequality.

It remains to bound the second integral in (73). We write

$$
\begin{aligned}
\int_{A_{r, \sqrt{\rho}}} & x \partial_{z} \alpha(w) Y_{\mathrm{L}} \widehat{K}\left(\Psi_{\alpha}(w)\right) \mathrm{d} w \\
= & \int_{A_{r, \sqrt{\rho}}} x\left(\partial_{z} \alpha(w)-\partial_{z} \alpha(\mathbf{0})\right) Y_{\mathrm{L}} \widehat{K}\left(\Psi_{\alpha}(w)\right) \mathrm{d} w \\
& \quad+\int_{A_{r, \sqrt{\rho}}} x \partial_{z} \alpha(\mathbf{0})\left(Y_{\mathrm{L}} \widehat{K}\left(\Psi_{\alpha}(w)\right)-Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right)\right) \mathrm{d} w \\
& \quad+\int_{A_{r, \sqrt{\rho}}} x \partial_{z} \alpha(\mathbf{0}) \cdot Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right) \mathrm{d} w \\
= & I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

To bound $I_{1}$, let $m=\partial_{z} \alpha$. By Lemma 3.12, we have $\|m\|_{\infty} \lesssim \rho^{-1}$, $\left\|\nabla_{\alpha} m\right\|_{\infty} \lesssim \rho^{-1}$, and $\left\|\partial_{z} m\right\|_{\infty} \lesssim \rho^{-1}$, so by Lemma 2.9, letting $\kappa=\|w\|_{\text {Kor }}$ as above,

$$
|m(w)-m(\mathbf{0})| \lesssim \min \left\{\rho^{-1}, \rho^{-1}\left(\kappa+\kappa^{2}\right)\right\} \lesssim \rho^{-1} \kappa
$$

Therefore, using Lemma 5.3,

$$
\begin{aligned}
&\left|I_{1}\right| \lesssim \int_{A_{r, \sqrt{\rho}}}\left|x \rho^{-1}\|w\|_{\text {Kor }} Y_{\mathrm{L}} \widehat{K}\left(\Psi_{\alpha}(w)\right)\right| \mathrm{d} w \\
& \lesssim \rho^{-1} \int_{A_{r, \sqrt{\rho}}}\|w\|_{\text {Kor }}^{-2} \mathrm{~d} w \lesssim \rho^{-1} \int_{r}^{\sqrt{\rho}} \kappa^{-2} \kappa^{2} \mathrm{~d} \kappa \leq \rho^{-\frac{1}{2}}
\end{aligned}
$$

By (75)

$$
\begin{aligned}
&\left|I_{2}\right| \lesssim \int_{A_{r, \sqrt{\rho}}}\left|x \partial_{z} \alpha(\mathbf{0}) \rho^{-1}\|w\|_{\mathrm{Kor}}^{-3}\right| \mathrm{d} w \\
& \lesssim \int_{A_{r, \sqrt{\rho}}} \rho^{-2}\|w\|_{\mathrm{Kor}}^{-2} \mathrm{~d} w \lesssim \rho^{-2} \int_{r}^{\sqrt{\rho}} \mathrm{d} \kappa \leq \rho^{-\frac{3}{2}}
\end{aligned}
$$

Finally, recall that $\theta(x, y, z)=(-x,-y, z)$ and let $h(w)=x(w) \partial_{z} \alpha(\mathbf{0})$. $Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right)$. The symmetry of $Y_{\mathrm{L}} \widehat{K}$ implies that $h(\theta(w))=-h(w)$. Since $\theta\left(A_{r, \sqrt{\rho}}\right)=A_{r, \sqrt{\rho}}$,

$$
I_{3}=\int_{A_{r, \sqrt{\bar{p}}}} x \partial_{z} \alpha(\mathbf{0}) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(w)\right) \mathrm{d} w=0
$$

and

$$
\begin{equation*}
\int_{A_{r, \sqrt{p}}} x \partial_{z} \alpha(w) Y_{\mathrm{L}} \widehat{K}\left(\Psi_{\alpha}(w)\right) \mathrm{d} w=I_{1}+I_{2}+I_{3}=O\left(\rho^{-\frac{1}{2}}\right) . \tag{77}
\end{equation*}
$$

Combining these inequalities, we find that

$$
\left|G_{\alpha, \gamma}^{\prime}(0)(\mathbf{0})-H_{P, \gamma}(\mathbf{0})\right| \lesssim \rho^{-\frac{1}{2}}
$$

as desired.

Proof of Lemma 8.6. Without loss of generality, we may suppose that $p=\mathbf{0}$. We claim that

$$
\begin{array}{r}
\mid \text { pv. } \int_{V_{0}}(\gamma(q)-\gamma(\mathbf{0}))\left(Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right)-Y_{\mathrm{L}} \widehat{K}\left(\Pi_{Q}(q)\right)\right) \mathrm{d} q \mid \\
\quad \\
\\
\\
C \mid \text { slope } P-\operatorname{slope} Q \mid .
\end{array}
$$

Let $M(q)=Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right)-Y_{\mathrm{L}} \widehat{K}\left(\Pi_{Q}(q)\right)$. By the smoothness and homogeneity of $Y_{\mathrm{L}} \widehat{K}$, for all $q \in V_{0}$, we have

$$
|M(q)| \lesssim_{C} \mid \text { slope } P-\text { slope } Q \mid\|q\|_{\text {Kor }}^{-4}
$$

and $M(\theta(q))=M(q)$. Let $\gamma_{0}(q)=\gamma(q)-\gamma(\mathbf{0})$, and let $\gamma_{0}^{\mathrm{e}}(q)=\frac{1}{2}\left(\gamma_{0}(q)+\right.$ $\left.\gamma_{0}(\theta(q))\right)$ so that

$$
\int_{A_{r, R}}(\gamma(q)-\gamma(\mathbf{0})) M(q) \mathrm{d} q=\int_{A_{r, R}} \gamma_{0}^{\mathrm{e}}(q) M(q) \mathrm{d} q
$$

On one hand, since $\|\gamma\|_{\infty} \lesssim 1$, Lemma 5.3 implies that for any $R>1$,

$$
\begin{aligned}
\left|\int_{A_{1, R}} \gamma_{0}^{\mathrm{e}}(q) M(q) \mathrm{d} q\right| \lesssim \mid \text { slope } P-\text { slope } Q \mid\|\gamma\|_{\infty} & \int_{1}^{R} \kappa^{-4} \kappa^{2} \mathrm{~d} \kappa \\
& \lesssim \mid \text { slope } P-\text { slope } Q \mid .
\end{aligned}
$$

On the other hand, by Lemma 3.12 and Lemma 2.9,

$$
\gamma_{0}(q)=x(q) \nabla_{\alpha} \gamma(q)+O\left(\|q\|_{\text {Kor }}^{2}\right)
$$

so $\left|\gamma_{0}^{\mathrm{e}}(q)\right| \lesssim\|q\|_{\text {Kor }}^{2}$. Therefore, for any $r<1$,
$\left|\int_{A_{r, 1}} \gamma_{0}^{\mathrm{e}}(q) M(q) \mathrm{d} q\right| \lesssim \mid$ slope $P-$ slope $Q\left|\int_{r}^{1} \kappa^{-2} \kappa^{2} \mathrm{~d} \kappa \lesssim\right|$ slope $P-$ slope $Q \mid$.
Combining these two inequalities, we have

$$
\begin{array}{r}
\left|\operatorname{pv} \cdot \int_{V_{0}} \gamma_{0}^{\mathrm{e}}(q) M(q) \mathrm{d} q\right|=\lim _{\substack{r \rightarrow 0 \\
R \rightarrow \infty}}\left|\int_{A_{r, R}} \gamma_{0}^{\mathrm{e}}(q) M(q) \mathrm{d} q\right| \\
\\
\lesssim C \mid \text { slope } P-\operatorname{slope} Q \mid .
\end{array}
$$

Finally, we prove Lemma 8.7. We will need the following bound.
Lemma 8.8. Let $C>0$, let $P$ be a plane through $\mathbf{0}$ with $|\operatorname{slope}(P)| \leq C$ and let $\psi: \mathbb{H} \rightarrow \mathbb{R}$ be a bounded smooth function such that $\psi(\mathbf{0})=0$ and $\psi$ is constant on cosets of $\langle Y\rangle$. Let $r>0$, and let

$$
\epsilon=\left\|\partial_{z} \psi\right\|_{L_{\infty}(B(\mathbf{0}, r))}+\left\|X^{2} \psi\right\|_{L_{\infty}\left(V_{0} \cap B(\mathbf{0}, r)\right)} .
$$

Then

$$
\left|\mathrm{pv} . \int_{V_{0}} \psi(v) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(v)\right) \mathrm{d} v\right| \lesssim_{C} \epsilon r+\|\psi\|_{\infty} r^{-1}
$$

Proof. Let $v \in V_{0} \cap B(\mathbf{0}, r)$ and let $\kappa=\|v\|_{\text {Kor }}$. By Taylor approximation, there is a $c>0$ such that

$$
|\psi(v)-X \psi(\mathbf{0}) x(v)| \leq c \epsilon \kappa^{2} .
$$

Let $D=V_{0} \cap B(\mathbf{0}, r)$. Then

$$
\begin{aligned}
& \mid \text { pv. } \int_{D} \psi(v) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(v)\right) \mathrm{d} v \mid \\
& \quad \leq\left|\operatorname{pv} \cdot \int_{D} X \psi(\mathbf{0}) x(v) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(v)\right) \mathrm{d} v\right| \\
& \quad+\text { pv. } \int_{D}\left|c \epsilon\|v\|_{\text {Kor }}^{2} Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(v)\right)\right| \mathrm{d} v .
\end{aligned}
$$

The first term is 0 by symmetry. Since $\|v\|_{\text {Kor }}^{2} Y_{\mathrm{L}} \widehat{K}(v)$ is ( -2 )-homogeneous, Lemma 5.3 implies that

$$
\mid \text { pv. } \int_{D} \psi(v) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(v)\right) \mathrm{d} v \mid \lesssim C c \epsilon \int_{0}^{r} \kappa^{-2} \kappa^{2} \mathrm{~d} \kappa \lesssim \epsilon r .
$$

Additionally, by the homogeneity of $Y_{\mathrm{R}} K$ and Lemma 5.3,

$$
\mid \text { pv. } \int_{V_{0} \backslash D} \psi(v) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(v)\right) \mathrm{d} v \mid \lesssim \int_{r}^{\infty}\|\psi\|_{\infty} \kappa^{-4} \kappa^{2} \mathrm{~d} \kappa \lesssim\|\psi\|_{\infty} r^{-1} .
$$

Summing these two inequalities proves the lemma.
We now prove Lemma 8.7.
Proof of Lemma 8.7. Recall that $p \in \Gamma_{\alpha}, q \in \mathbb{H}$, and $d_{\text {Kor }}(p, q) \leq 1$. After a translation, we may suppose that $p=\mathbf{0}$. Then for any $h \in \mathbb{H}$,

$$
H_{h P, \gamma}(h)=\operatorname{pv} \cdot(\mathbf{0}) \int_{V_{0}}(\gamma(h)-\gamma(h v)) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(v)\right) \mathrm{d} \mu,
$$

so, letting

$$
\begin{gathered}
\nu(v)=\gamma(\mathbf{0})-\gamma(v)-\gamma(q)+\gamma(q v), \\
H_{P, \gamma}(\mathbf{0})-H_{q P, \gamma}(q)=\operatorname{pv} \cdot(\mathbf{0}) \int_{V_{0}} \nu(v) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(v)\right) \mathrm{d} \mu .
\end{gathered}
$$

Then $\|\nu\|_{\infty} \leq 4\|\gamma\|_{\infty} \lesssim 1$. We abbreviate partial derivatives of $\nu(x, y, z)$ and $\gamma(x, y, z)$ as $\gamma_{x}=\partial_{x} \gamma, \gamma_{x z}=\partial_{x} \partial_{z} \gamma$, etc.

Let $\kappa=d_{\text {Kor }}(\mathbf{0}, q) \leq 1$ and let $r=\kappa^{-\frac{1}{5}}$. We claim that $\left|\nu_{z}(v)\right| \lesssim \kappa^{\frac{4}{5}}$ and $\left|\nu_{x x}(v)\right| \lesssim \kappa^{\frac{2}{5}}$ for all $v \in V_{0} \cap B(\mathbf{0}, r)$. This will let us apply Lemma 8.8 to $\nu$.

We write $q=X^{x_{0}} Z^{z_{0}} Y^{t}$; note that $\left|x_{0}\right| \leq \kappa,|t| \leq \kappa$, and $\left|z_{0}\right| \leq \kappa^{2}$. Since $\gamma$ is constant on cosets of $\langle Y\rangle$,

$$
\begin{gathered}
\nu(x, 0, z)=\nu\left(X^{x} Z^{z}\right)=\gamma(\mathbf{0})-\gamma\left(X^{x} Z^{z}\right)-\gamma\left(q Y^{-t}\right)+\gamma\left(q Y^{-t} \cdot Y^{t} X^{x} Y^{-t} Z^{z}\right) \\
=\gamma(0,0,0)-\gamma(x, 0, z)-\gamma\left(x_{0}, 0, z_{0}\right)+\gamma\left(x_{0}+x, 0, z_{0}-t x+z\right) .
\end{gathered}
$$

Suppose that $v=(x, 0, z) \in V_{0} \cap B(\mathbf{0}, r)$. Then

$$
\begin{aligned}
\nu_{z}(v) & =\gamma_{z}\left(v^{\prime}\right)-\gamma_{z}(v) \\
\nu_{x x}(v) & =\gamma_{x x}\left(v^{\prime}\right)-2 t \gamma_{x z}\left(v^{\prime}\right)+t^{2} \gamma_{z z}\left(v^{\prime}\right)-\gamma_{x x}(v)
\end{aligned}
$$

where $v^{\prime}=\left(x_{0}+x, 0, z_{0}-t x+z\right)$.
Note that $\left|x\left(v^{\prime}\right)\right| \leq r+\kappa \lesssim r$ and $\left|z\left(v^{\prime}\right)\right| \leq \kappa^{2}+r^{2}+\kappa r \lesssim r^{2}$, so there is a $c>0$ such that $v, v^{\prime} \in B(\mathbf{0}, c r)$. Let $S=V_{0} \cap B(\mathbf{0}, c r)$. By Lemma 8.4, for $i+j \leq 3$,

$$
\begin{equation*}
\left\|\partial_{x}^{i} \partial_{z}^{j} \gamma\right\|_{L_{\infty}(S)} \lesssim 1+r^{i} \tag{78}
\end{equation*}
$$

In particular, $\left|t \gamma_{x z}\left(v^{\prime}\right)\right| \lesssim \kappa(1+r) \lesssim \kappa^{\frac{4}{5}}$ and $\left|t^{2} \gamma_{z z}\left(v^{\prime}\right)\right| \lesssim \kappa^{2}$.
It remains to bound $\left|\gamma_{x x}\left(v^{\prime}\right)-\gamma_{x x}(v)\right|$ and $\left|\gamma_{z}\left(v^{\prime}\right)-\gamma_{z}(v)\right|$. Since $v^{-1} v^{\prime}=$ $\left(x_{0}, 0, z_{0}-t x\right)$, the Mean Value Theorem and (78) imply that

$$
\begin{aligned}
\left|\gamma_{x x}\left(v^{\prime}\right)-\gamma_{x x}(v)\right| \leq\left|x_{0}\right| \| & \gamma_{x x x}\left\|_{L_{\infty}(S)}+\left|z_{0}-t x\right|\right\| \gamma_{x x z} \|_{L_{\infty}(S)} \\
& \lesssim \kappa\left(1+r^{3}\right)+\left(\kappa^{2}+\kappa r\right)\left(1+r^{2}\right) \lesssim \kappa r^{3}=\kappa^{\frac{2}{5}}
\end{aligned}
$$

Likewise,

$$
\begin{aligned}
\left|\gamma_{z}\left(v^{\prime}\right)-\gamma_{z}(v)\right| \leq\left|x_{0}\right|\left\|\gamma_{x z}\right\|_{L_{\infty}(S)}+ & \left|z_{0}-t x\right|\left\|\gamma_{z z}\right\|_{L_{\infty}(S)} \\
& \lesssim \kappa(1+r)+\left(\kappa^{2}+\kappa r\right) \lesssim \kappa r=\kappa^{\frac{4}{5}}
\end{aligned}
$$

Combining these inequalities, we obtain $\left|\nu_{z}(v)\right| \lesssim \kappa^{\frac{4}{5}}$ and $\left|\nu_{x x}(v)\right| \lesssim \kappa^{\frac{2}{5}}$ for all $v \in V_{0} \cap B(\mathbf{0}, r)$. By Lemma 8.8, this implies

$$
\begin{aligned}
\left|H_{P, \gamma}(\mathbf{0})-H_{q P, \gamma}(q)\right|= & \left|\operatorname{pv} .(\mathbf{0}) \int_{P} \nu(v) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(v)\right) \mathrm{d} \mu\right| \\
& \lesssim C r\left(\kappa^{\frac{4}{5}}+\kappa^{\frac{2}{5}}\right)+r^{-1}\|\nu\|_{\infty} \lesssim \kappa^{\frac{1}{5}}=d_{\mathrm{Kor}}(\mathbf{0}, q)^{\frac{1}{5}}
\end{aligned}
$$

as desired.

## 9. LOWER BOUNDS ON THE FIRST DERIVATIVE

Now we use the approximations in the previous section to prove lower bounds on $G_{\alpha, \gamma}^{\prime}(0)$. Our main estimate is the following lemma, which shows that we can estimate $G_{\alpha, \gamma}^{\prime}(0)(p)$ in terms of the restriction of $\gamma$ to the vertical line $p\langle Z\rangle$.

Specifically, let $P$ be the vertical tangent plane to $\Gamma_{\alpha}$ at $p$, i.e., $P=$ $p\langle W, Z\rangle$, where $W=X+\nabla_{\alpha} \alpha(p) Y$. Let $\Pi_{P}: \mathbb{H} \rightarrow P, \Pi_{P}\left(p W^{w} Z^{z} Y^{y}\right)=$ $p W^{w} Z^{z}$ be the projection to $P$ along cosets of $Y$. Let $\pi_{p}: \mathbb{H} \rightarrow p\langle Z\rangle$, $\pi_{p}\left(p W^{w} Z^{z} Y^{y}\right)=p Z^{z}$. This map is constant along cosets of $\langle Y\rangle$ and projects $P$ to $p\langle Z\rangle$ along cosets of $\langle W\rangle$. We will show the following bound.

Lemma 9.1. Let $A>1$. When $\rho$ is sufficiently large (depending only on A), the following holds. Let $\alpha$ and $\gamma$ be functions satisfying Lemma 3.12.

Let $p \in \Gamma_{\alpha}$ and let $P$ be the vertical tangent plane to $\Gamma_{\alpha}$ at $p$. Let $\pi_{p}$ be as above. Then

$$
\begin{align*}
& G_{\alpha, \gamma}^{\prime}(0)(p)=H_{P, \gamma \circ \pi_{p}}(p)+O\left(A^{-2}\right)  \tag{79}\\
& \quad=\operatorname{pv} \cdot(p) \int_{p V_{0}}\left(\gamma\left(\pi_{p}(q)\right)-\gamma(p)\right) Y_{\mathrm{L}} \widehat{K}\left(p^{-1} \Pi_{P}(q)\right) \mathrm{d} q+O\left(A^{-2}\right) .
\end{align*}
$$

Proof. The second equality in (79) is (63), so it suffices to prove the first equality. After a left-translation, we may suppose that $p=\mathbf{0}$.

By Lemma 8.5,

$$
\begin{align*}
\left|G_{\alpha, \gamma}^{\prime}(0)(\mathbf{0})-H_{P, \gamma \circ \pi_{p}}(\mathbf{0})\right| \leq\left|G_{\alpha, \gamma}^{\prime}(0)(\mathbf{0})-H_{P, \gamma}(\mathbf{0})\right| & +\left|H_{P, \gamma}(\mathbf{0})-H_{P, \gamma \circ \pi_{p}}(\mathbf{0})\right|  \tag{80}\\
& \lesssim \rho^{-\frac{1}{2}}+\left|H_{P, \gamma-\gamma \circ \pi_{p}}(\mathbf{0})\right| .
\end{align*}
$$

We thus consider $H_{P, \gamma-\gamma \circ \pi_{p}}(\mathbf{0})$. Recall that by (63),

$$
H_{P, \gamma-\gamma \circ \pi_{p}}(\mathbf{0})=\operatorname{pv} .(\mathbf{0}) \int_{V_{0}}\left(\gamma(q)-\gamma \circ \pi_{p}(q)\right) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q .
$$

Since $\|\gamma\|_{\infty} \lesssim A^{-1}$, Lemma 5.3 implies that

$$
\begin{equation*}
\int_{V_{0} \backslash B(\mathbf{0}, A)}\left|\left(\gamma(q)-\gamma \circ \pi_{p}(q)\right) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right)\right| \mathrm{d} q \lesssim \int_{A}^{\infty} A^{-1} \kappa^{-4} \kappa^{2} \mathrm{~d} \kappa \lesssim A^{-2} . \tag{81}
\end{equation*}
$$

Let $D=P \cap B(\mathbf{0}, 3 A)$. We claim that if $v=W^{w} Z^{z} \in D$, then

$$
\gamma(v)=\gamma\left(Z^{z}\right)+w \cdot W \gamma\left(Z^{z}\right)+O\left(A^{-3} w^{2}\right)
$$

Let $\sigma=\nabla_{\alpha} \alpha(\mathbf{0})$ and let $\lambda: \mathbb{H} \rightarrow \mathbb{R}, \lambda(x, y, z)=\sigma x$ so that $\Gamma_{\lambda}=P$. Recall that for all $q \in \mathbb{H}$, we have $\left(\nabla_{\alpha}\right)_{q}=X_{q}+(y(q)-\alpha(q)) Z_{q}$. If $v \in P$, then $y(v)=\lambda(v)$, so

$$
W_{v}=\left(\nabla_{\alpha}\right)_{v}-(\lambda(v)-\alpha(v)) Z_{v}+\sigma Y_{v} .
$$

Let $m: \mathbb{H} \rightarrow \mathbb{R}$ be a smooth function which is constant on cosets of $\langle Y\rangle$. Then $Y m=0$, so for $v \in P$,
$W m(v)=X m(v)=\nabla_{\alpha} m(v)-(\lambda(v)-\alpha(v)) Z m(v)=\left(\nabla_{\alpha}-(\lambda-\alpha) Z\right)[m](v)$.
We can apply this identity to $\alpha, \gamma$, and their derivatives with respect to $\nabla_{\alpha}$ and $Z$, which are all constant on cosets of $\langle Y\rangle$.

Note that by Lemma 3.12 and Lemma 2.9,

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \max \left\{\|\lambda-\alpha\|_{L_{\infty}(D)},\left\|\nabla_{\alpha} \alpha-\nabla_{\alpha} \alpha(\mathbf{0})\right\|_{L_{\infty}(D)},\|Z \alpha\|_{\infty}\right\}=0 . \tag{82}
\end{equation*}
$$

One consequence of (82) is that for all $v \in D$,

$$
W \gamma(v)=\nabla_{\alpha} \gamma(v)+O\left(\|\lambda-\alpha\|_{L_{\infty}(D)}\|Z \gamma\|_{\infty}\right) \stackrel{(82)}{=} \nabla_{\alpha} \gamma(v)+o_{\rho}(1),
$$

where $o_{\rho}(1)$ is little $-o$ notation denoting an error term bounded by a function of $\rho$ that goes to zero as $\rho \rightarrow \infty$.

We can bound the second derivative similarly. Evaluating all functions at $v \in D$,

$$
\begin{aligned}
W^{2} \gamma=W\left(\nabla_{\alpha}\right. & -(\lambda-\alpha) Z)[\gamma] \\
& =\nabla_{\alpha}^{2} \gamma-(\lambda-\alpha) Z \nabla_{\alpha} \gamma-W[\lambda-\alpha] \cdot Z \gamma-(\lambda-\alpha) W Z \gamma
\end{aligned}
$$

By Lemma 3.12, $\left\|Z \nabla_{\alpha} \gamma\right\|_{\infty} \lesssim A^{-2}$, so by (82), $(\lambda-\alpha) Z \nabla_{\alpha} \gamma=o_{\rho}(1)$. Likewise, $\|Z \gamma\|_{\infty} \lesssim A^{-1}$. Since $\nabla_{\alpha} \lambda(v)=\nabla_{\alpha} \alpha(\mathbf{0})$,

$$
W[\lambda-\alpha](v)=\nabla_{\alpha} \alpha(\mathbf{0})-\nabla_{\alpha} \alpha(v)-(\lambda(v)-\alpha(v)) \cdot Z \alpha \stackrel{(82)}{=} o_{\rho}(1)
$$

Finally,

$$
\begin{array}{r}
(\lambda(v)-\alpha(v)) W Z \gamma(v)=(\lambda(v)-\alpha(v)) \nabla_{\alpha} Z \gamma(v)-(\lambda(v)-\alpha(v))^{2} Z^{2} \gamma(v) \\
\stackrel{(82)}{=} o_{\rho}(1)
\end{array}
$$

so $W^{2} \gamma(v)=\nabla_{\alpha}^{2} \gamma(v)+o_{\rho}(1)$. Thus, by Lemma 3.12, we can choose $\rho$ large enough that $|W \gamma(v)| \lesssim A^{-2}$ and $\left|W^{2} \gamma(v)\right| \lesssim A^{-3}$ for all $v \in D$.

By Taylor's theorem, if $v=W^{w} Z^{z} \in D$, then

$$
\gamma(v)=\gamma\left(Z^{z}\right)+w W \gamma\left(Z^{z}\right)+O\left(A^{-3} w^{2}\right)
$$

Let $\theta(x, y, z)=(-x,-y, z)$ and let $\gamma^{\mathrm{e}}(v)=\frac{1}{2}(\gamma(v)+\gamma(\theta(v)))$. Then

$$
\gamma^{\mathrm{e}}(v)=\gamma\left(Z^{z}\right)+O\left(A^{-3} w^{2}\right)
$$

If $q \in B(\mathbf{0}, A)$, then $\Pi_{P}(q)=\pi_{p}(q) W^{x(q)}$ and $\Pi_{P}(q) \in D$, so $\gamma^{\mathrm{e}}(q)=$ $\gamma\left(\pi_{p}(q)\right)+O\left(A^{-3} x(q)^{2}\right)$. Ву (81),
$H_{P, \gamma-\gamma \circ \pi_{p}}(\mathbf{0})=\mathrm{pv} .(\mathbf{0}) \int_{V_{0} \cap B(\mathbf{0}, A)}\left(\gamma(q)-\gamma\left(\pi_{p}(q)\right)\right) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q+O\left(A^{-2}\right)$.
Let $0<r<A$ and let $U=V_{0} \cap(B(\mathbf{0}, A) \backslash B(\mathbf{0}, r))$. Then by symmetry and the $(-4)$-homogeneity of $Y_{\mathrm{L}} \widehat{K}$,

$$
\begin{aligned}
\mid \int_{U} & \left(\gamma(q)-\gamma\left(\pi_{p}(q)\right)\right) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q \mid \\
& =\left|\int_{U}\left(\gamma^{\mathrm{e}}(q)-\gamma\left(\pi_{p}(q)\right)\right) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q\right| \\
& \lesssim \int_{U} A^{-3} x(q)^{2}\|q\|_{\text {Kor }}^{-4} \mathrm{~d} q \lesssim A^{-3} \int_{r}^{A} \kappa^{2} \kappa^{-4} \kappa^{2} \mathrm{~d} \kappa \leq A^{-2}
\end{aligned}
$$

where we use Lemma 5.3 to change variables from $q$ to $\kappa$.
This holds for any $r$, so $\left|H_{P, \gamma-\gamma \circ \pi_{p}}(\mathbf{0})\right| \lesssim A^{-2}$. The lemma then follows from (80).

Furthermore, we can write $H_{P, \gamma \circ \pi_{p}}(p)$ as a one-dimensional singular integral.

Lemma 9.2. With notation as above, for $z \neq 0$ and $a \in \mathbb{R}$, let

$$
\begin{equation*}
L(z)=L_{a}(z):=\int_{-\infty}^{\infty} Y_{\mathrm{L}} \widehat{K}\left((X+a Y)^{x} Z^{z}\right) \mathrm{d} x . \tag{83}
\end{equation*}
$$

For $p \in \Gamma_{\alpha}$ and $a=\nabla_{\alpha} \alpha(p)$,

$$
\begin{equation*}
H_{P, \gamma \circ \pi_{p}}(p)=\lim _{r \rightarrow 0} \int_{\mathbb{R} \backslash(-r, r)}\left(\gamma\left(p Z^{z}\right)-\gamma(\mathbf{0})\right) L_{a}(z) \mathrm{d} z \tag{84}
\end{equation*}
$$

Proof. After a left translation, we may suppose that $p=\mathbf{0}$. Let $W=X+a Y$ so that $P=\langle W, Z\rangle$. Since $Y_{\mathrm{L}} \widehat{K}$ is (-4)-homogeneous, the integral in (83) converges absolutely. Note that for any $z \in \mathbb{R}$ and any $t>0$,

$$
\begin{align*}
L\left(t^{2} z\right)=\int_{-\infty}^{\infty} Y_{\mathrm{L}} \widehat{K}\left(W^{w} Z^{t^{2} z}\right) \mathrm{d} w & =\int_{-\infty}^{\infty} t Y_{\mathrm{L}} \widehat{K}\left(W^{t w} Z^{t^{2} z}\right) \mathrm{d} w  \tag{85}\\
& =\int_{-\infty}^{\infty} t^{-3} Y_{\mathrm{L}} \widehat{K}\left(W^{w} Z^{z}\right) \mathrm{d} w=t^{-3} L(z)
\end{align*}
$$

We first write both sides of (84) in terms of integrals over subsets of $P$. On one hand, for $r>0$, let

$$
I_{r}:=\int_{\mathbb{R} \backslash\left(-r^{2}, r^{2}\right)}\left(\gamma\left(Z^{z}\right)-\gamma(\mathbf{0})\right) L(z) \mathrm{d} z
$$

By (85), since $\gamma$ is bounded, this integral converges absolutely. The right side of (84) is equal to $\lim _{r \rightarrow 0} I_{r}$. For $q=W^{w} Z^{z} \in P$, we have $\pi_{p}(q)=$ $Z^{z}=Z^{z(q)}$, and we define $\gamma_{0}: P \rightarrow \mathbb{R}$,

$$
\gamma_{0}(q)=\gamma\left(\pi_{p}(q)\right)-\gamma(\mathbf{0})=\gamma\left(Z^{z(q)}\right)-\gamma(\mathbf{0}) .
$$

Then by Fubini's Theorem,

$$
I_{r}=\int_{\mathbb{R} \backslash\left(-r^{2}, r^{2}\right)} \gamma_{0}\left(Z^{z}\right) \int_{-\infty}^{\infty} Y_{\mathrm{L}} \widehat{K}\left(W^{w} Z^{z}\right) \mathrm{d} w \mathrm{~d} z=\int_{E_{r}} \gamma_{0}(q) Y_{\mathrm{L}} \widehat{K}(q) \mathrm{d} q,
$$

where $E_{r}=\left\{W^{w} Z^{z} \in P| | z \mid \geq r^{2}\right\}$.
On the other hand, let

$$
\begin{aligned}
J_{r} & :=\int_{V_{0} \backslash B(\mathbf{0}, r)}\left(\gamma\left(\pi_{p}(q)\right)-\gamma(\mathbf{0})\right) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q \\
& =\int_{V_{0} \backslash B(\mathbf{0}, r)} \gamma_{0}\left(\Pi_{P}(q)\right) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q=\int_{\Pi_{P}\left(V_{0} \backslash B(\mathbf{0}, r)\right)} \gamma_{0}(q) Y_{\mathrm{L}} \widehat{K}(q) \mathrm{d} q .
\end{aligned}
$$

This integral likewise converges absolutely, and $\lim _{r \rightarrow 0} J_{r}$ is equal to the left side of (84). Let $F_{r}=\Pi_{P}\left(V_{0} \backslash B(\mathbf{0}, r)\right) \subset P$.

Since $\mid$ slope $P \mid \leq 1$, we have $\|v\|_{\text {Kor }} \approx\left\|\Pi_{P}(v)\right\|_{\text {Kor }}$ for all $v \in V_{0}$. In particular, if $v \in V_{0} \cap B(\mathbf{0}, r)$, then $\left\|\Pi_{P}(v)\right\|_{\text {Kor }} \leq 2\|v\|_{\text {Kor }} \leq 2 r$ and $\left|z\left(\Pi_{P}(v)\right)\right| \leq r^{2}$. Therefore, $E_{r} \subset F_{r}$. We thus consider the difference

$$
J_{r}-I_{r}=\int_{F_{r} \backslash E_{r}} \gamma_{0}(q) Y_{\mathrm{L}} \widehat{K}(q) \mathrm{d} q .
$$

For $0<s<S$, let $A_{s, S}=V_{0} \cap(B(\mathbf{0}, S) \backslash B(\mathbf{0}, s))$, and for $i \geq 0$, let

$$
D_{i}=\Pi_{P}\left(A_{2^{i} r, 2^{i+1} r}\right) \backslash E_{r},
$$

so that up to a measure-zero set, $F_{r} \backslash E_{r}=\bigcup_{i=0}^{\infty} D_{i}$. For $q \in D_{i}$, we have $|z(q)| \leq r^{2},|x(q)| \leq 2^{i+1} r$, and $\left|Y_{\mathrm{L}} \widehat{K}(q)\right| \lesssim\left(2^{i} r\right)^{-4}$. Furthermore, by the Mean Value Theorem

$$
\left|\gamma_{0}(q)\right|=\left|\gamma\left(Z^{z(q)}\right)-\gamma(\mathbf{0})\right| \leq\left\|\partial_{z} \gamma\right\|_{\infty} r^{2} \lesssim r^{2} .
$$

Therefore,

$$
\left|J_{r}-I_{r}\right| \lesssim \sum_{i=0}^{\infty} \mu\left(D_{i}\right) \cdot r^{2} \cdot\left(2^{i} r\right)^{-4} \lesssim \sum_{i=0}^{\infty} 2^{i} r^{5}\left(2^{i} r\right)^{-4}=\sum_{i=0}^{\infty} 2^{-3 i} r \leq 2 r
$$

It follows that $\lim _{r \rightarrow 0} J_{r}=\lim _{r \rightarrow 0} I_{r}$, which implies (84).
For $g: \mathbb{R} \rightarrow \mathbb{R}$, we write

$$
\text { pv. } \int_{\mathbb{R}} g(t) \mathrm{d} t=\lim _{r \rightarrow 0} \int_{\mathbb{R} \backslash(-r, r)} g(t) \mathrm{d} t,
$$

as long as the limit on the right exists.
For the rest of this section, we restrict to the special case that $K$ is the Riesz kernel

$$
\begin{aligned}
K(x, y, z) & :=\left(\frac{2 x\left(x^{2}+y^{2}\right)-8 y z}{\left(\left(x^{2}+y^{2}\right)^{2}+16 z^{2}\right)^{3 / 2}}, \frac{2 y\left(x^{2}+y^{2}\right)+8 x z}{\left(\left(x^{2}+y^{2}\right)^{2}+16 z^{2}\right)^{3 / 2}}\right) \\
& =r^{-6}\left(2 x\left(x^{2}+y^{2}\right)-8 y z, 2 y\left(x^{2}+y^{2}\right)+8 x z\right),
\end{aligned}
$$

where $r=\|(x, y, z)\|_{\text {Kor }}$. One can calculate that

$$
Y_{\mathrm{L}} \widehat{K}\left(X^{x} Z^{z}\right)=r^{-10}\left(64 z^{3}-20 x^{4} z, 80 x^{2} z^{2}-x^{6}\right)
$$

Integrating this using Mathematica, we find that

$$
L_{0}(1)=\int_{-\infty}^{\infty} \frac{\left(64-20 x^{4}, 80 x^{2}-x^{6}\right)}{\left(x^{4}+16\right)^{\frac{5}{2}}} \mathrm{~d} x=\left(0, \frac{\Gamma\left(\frac{3}{4}\right) \Gamma\left(\frac{7}{4}\right)}{3 \sqrt{\pi}}\right) \approx(0,0.212 \ldots)
$$

where $\Gamma$ is the Euler gamma function. By the symmetry of $\widehat{K}$, we have $L_{0}(1)=L_{0}(-1)$. Let $\xi=y\left(L_{0}(1)\right)$. By (85), $L_{0}(z)=\left(0,|z|^{-\frac{3}{2}} \xi\right)$ for all $z \geq 0$.

A similar calculation shows

$$
\begin{aligned}
& X_{\mathrm{L}} \widehat{K}\left(X^{x} Z^{z}\right)=r^{-10}\left(48 x^{2} z^{2}-3 x^{6}, 20 x^{4} z-64 z^{3}\right) \\
& M_{0}( \pm 1):=\int_{-\infty}^{\infty} X_{\mathrm{L}} \widehat{K}\left(X^{x} Z^{ \pm 1}\right) \mathrm{d} x \\
&=\int_{-\infty}^{\infty} \frac{\left(48 x^{2}-3 x^{6}, \pm\left(20 x^{4}-64\right)\right)}{\left(x^{4}+16\right)^{\frac{5}{2}}} \mathrm{~d} x=(0,0)
\end{aligned}
$$

These calculations imply that for any left-invariant horizontal vector field $F=a X_{\mathrm{L}}+b Y_{\mathrm{L}}$ and any $z \neq 0$, the integral

$$
\int_{-\infty}^{\infty} F \widehat{K}\left(X^{x} Z^{z}\right) \mathrm{d} x=a M_{0}(z)+b L_{0}(z)
$$

is normal to $V_{0}$ and is zero only if $F$ is a multiple of $X$. The orthogonal symmetry of $K$ implies that

$$
\int_{-\infty}^{\infty} F \widehat{K}\left(W^{w} Z^{z}\right) \mathrm{d} w
$$

is likewise normal to $P$ and is zero only if $F$ is a multiple of $W$. In particular, $L_{a}(z)=|z|^{-\frac{3}{2}} L_{a}(1)$ is nonzero and normal to $X+a Y$.

We use this formula to prove a lower bound for $G_{f_{i}, \nu_{i}}^{\prime}(0)$. Let $\kappa: V_{0} \rightarrow \mathbb{R}$ be as in Section 3. That is, $\kappa$ is a bump function supported on $U=[0,1] \times$ $\{0\} \times[0,1]$. Let $m>0$ be such that $\kappa(x, 0, z) \geq m$ whenever $x, z \in\left[\frac{1}{4}, \frac{3}{4}\right]$. Recall that $r_{i}=A^{-1} \rho^{-i}$ and that we defined a set of pseudoquads $\mathcal{Q}_{i}=$ $\left\{Q_{i, 1}, \ldots, Q_{i, k_{i}}\right\}$ that partition $U$, parametrizations $R_{i, j}:\left[0, A r_{i}\right] \times\left[0, r_{i}^{2}\right] \rightarrow$ $Q_{i, j}$, bump functions $\kappa_{i, j}$

$$
\kappa_{i, j}\left(R_{i, j}(s, t)\right)=A^{-1} r_{i} \kappa\left(A^{-1} r_{i}^{-1} s, r_{i}^{-2} t\right),
$$

and a set $J_{i} \subset\left\{1, \ldots, k_{i}\right\}$ such that $\nu_{i}=\sum_{j \in J_{i}} \kappa_{i, j}$.
By Lemma 3.7, there are functions $g_{i, j}$ such that

$$
\begin{equation*}
R_{i, j}(s, t)=R_{i, j}(0,0)+\left(s, g_{i, j}(s, t)\right) \tag{86}
\end{equation*}
$$

where $\partial_{t} g_{i, j}(s, t) \in\left[\frac{3}{4}, \frac{4}{3}\right]$ for all $s$ and $t$.
As in Section 3.1, we can rescale $f_{i}$ and $\nu_{i}$ by a factor of $r_{i}^{-1}$ to get functions $\alpha$ and $\gamma$ that satisfy Lemma 3.12. By Lemmas 9.1 and 9.2 and the scale invariance of the Riesz transform, for any $p \in \Gamma_{f_{i}}$,

$$
\begin{align*}
G_{f_{i}, \nu_{i}}^{\prime}(0)(p)= & \text { pv. } \int_{\mathbb{R}}\left(\nu_{i}\left(p Z^{z}\right)-\nu_{i}(p)\right) L_{a}(z) \mathrm{d} z+O\left(A^{-2}\right)  \tag{87}\\
& =L_{a}(1) \cdot \operatorname{pv} \cdot \int_{\mathbb{R}}\left(\nu_{i}\left(p Z^{z}\right)-\nu_{i}(p)\right)|z|^{-\frac{3}{2}} \mathrm{~d} z+O\left(A^{-2}\right),
\end{align*}
$$

where $a=\nabla_{f_{i}} f_{i}(p)$.
This lets us prove the following bound.
Lemma 9.3. Suppose that $j \in J_{i}$ and $s \in\left[\frac{1}{4} A r_{i}, \frac{3}{4} A r_{i}\right]$ and let $p=R_{i, j}(s, 0)$. There is a $c>0$ such that if $A$ is sufficiently large, then $\left|G_{f_{i}, \nu_{i}}^{\prime}(0)(p)\right| \geq$ $c A^{-1}$.

Proof. Since $j \in J_{i}$, we have

$$
\nu_{i}\left(R_{i, j}(s, t)\right)=\kappa_{i, j}\left(R_{i, j}(s, t)\right)=A^{-1} r_{i} \kappa\left(A^{-1} r_{i}^{-1} s, r_{i}^{-2} t\right)
$$

for all $t$. In particular, $\nu_{i}(p)=0$. Since $\nu_{i}$ is nonnegative,

$$
\text { pv. } \int_{\mathbb{R}}\left(\nu_{i}\left(p Z^{z}\right)-\nu_{i}(p)\right)|z|^{-\frac{3}{2}} \mathrm{~d} z=\int_{\mathbb{R}} \nu_{i}\left(p Z^{z}\right)|z|^{-\frac{3}{2}} \mathrm{~d} z \geq 0 .
$$

Let $z_{0}=z(p)=g_{i, j}(s, 0)$. Then for $t \in\left[0, r_{i}^{2}\right]$, we have $R_{i, j}(s, t)=$ $p Z^{g_{i, j}(s, t)-z_{0}}$. We thus substitute $z=g_{i, j}(s, t)-z_{0}$. Since $\partial_{z} g_{i, j} \in\left[\frac{3}{4}, \frac{4}{3}\right]$, we have $\mathrm{d} z \approx \mathrm{~d} t$ and $z \approx t$, so

$$
\begin{aligned}
& \int_{\mathbb{R}} \nu_{i}\left(p Z^{z}\right)|z|^{-\frac{3}{2}} \mathrm{~d} z \geq \int_{0}^{g_{i, j}\left(s, r_{i}^{2}\right)-z_{0}} \nu_{i}\left(p Z^{z}\right)|z|^{-\frac{3}{2}} \mathrm{~d} z \\
& \quad \approx \int_{0}^{r_{i}^{2}} \nu_{i}\left(R_{i, j}(s, t)\right)|t|^{-\frac{3}{2}} \mathrm{~d} t \approx \int_{0}^{r_{i}^{2}} A^{-1} r_{i} \kappa\left(A^{-1} r_{i}^{-1} s, r_{i}^{2} t\right) t^{-\frac{3}{2}} \mathrm{~d} t
\end{aligned}
$$

Let $\hat{s}=A^{-1} r_{i}^{-1} s$ and note that $\hat{s} \in\left[\frac{1}{4}, \frac{3}{4}\right]$. We substitute $u=r_{i}^{2} t$ and use the fact that $\kappa(\hat{s}, u) \geq m$ for all $u \in\left[\frac{1}{4}, \frac{3}{4}\right]$ to obtain

$$
\begin{aligned}
& \int_{\mathbb{R}} \nu_{i}\left(p Z^{z}\right)|z|^{-\frac{3}{2}} \mathrm{~d} z \gtrsim A^{-1} \int_{0}^{1} r_{i} \kappa(\hat{s}, u)\left(r_{i}^{-2} u\right)^{-\frac{3}{2}} r_{i}^{-2} \mathrm{~d} u \\
& \geq A^{-1} \int_{\frac{1}{4}}^{\frac{3}{4}} m u^{-\frac{3}{2}} \mathrm{~d} u \gtrsim \frac{A^{-1}}{2}
\end{aligned}
$$

By (87), there is a $c_{0}>0$ such that $\left|G_{f_{i}, \nu_{i}}^{\prime}(0)(p)\right| \gtrsim c_{0} A^{-1}\left|L_{a}(1)\right|+O\left(A^{-2}\right)$. Let $c=\frac{c_{0}}{2} \min _{a \in[-1,1]}\left|L_{a}(1)\right|$. When $A$ is sufficiently large, $\left|G_{f_{i}, \nu_{i}}^{\prime}(0)(p)\right| \geq$ $c A^{-1}$, as desired.

Now we use Lemma 8.2 to prove part (4) of Lemma 6.3.
Proof of part (4) of Lemma 6.3. Recall that $S_{i}=\bigcup_{j \notin J_{i}} Q_{i, j}$. By Proposition 3.1, there is an $\epsilon>0$ such that if $i \leq \epsilon A^{4}$, then $\left|S_{i}\right| \leq \frac{1}{2}$ and thus

$$
\begin{equation*}
\sum_{j \in J_{i}}\left|Q_{i, j}\right|=1-\left|S_{i}\right| \geq \frac{1}{2} \tag{88}
\end{equation*}
$$

Let $c$ be as in Lemma 9.3, so that

$$
\left|G_{f_{i}, \nu_{i}}^{\prime}(0)\left(R_{i, j}(s, 0)\right)\right| \geq c A^{-1}
$$

for all $j \in J_{i}$ and $s \in\left[\frac{1}{4} A r_{i}, \frac{3}{4} A r_{i}\right]$. Let $t \in\left[0, r_{i}^{2}\right]$, let $p=R_{i, j}(s, 0)$, and let $q=R_{i, j}(s, t)$. Since $\partial_{t} g_{i, j}(s, t) \in\left[\frac{3}{4}, \frac{4}{3}\right]$ for all $s$ and $t$, we have

$$
d_{\mathrm{Kor}}(p, q) \approx \sqrt{g_{i, j}(s, t)-g_{i, j}(s, 0)} \approx \sqrt{t}
$$

By Corollary 8.3, there is an $a>0$ such that

$$
\left|G_{f_{i}, \nu_{i}}^{\prime}(0)(p)-G_{f_{i}, \nu_{i}}^{\prime}(0)(q)\right| \lesssim\left(r_{i}^{-1} \sqrt{t}\right)^{a}+\rho^{-\frac{1}{2}}
$$

We can thus choose $\rho_{0}, \delta>0$ depending only on $\kappa$ such that if $\rho>\rho_{0}$ and $t \in\left[0, \delta r_{i}^{2}\right]$, then

$$
\left|G_{f_{i}, \nu_{i}}^{\prime}(0)\left(R_{i, j}(s, t)\right)\right| \geq \frac{c}{2} A^{-1}
$$

Then

$$
\begin{aligned}
& \int_{Q_{i, j}}\left|G_{f_{i}, \nu_{i}}^{\prime}(0)(q)\right| \mathrm{d} q=\int_{0}^{r_{i}^{2}} \int_{0}^{A r_{i}}\left|G_{f_{i}, \nu_{i}}^{\prime}(0)\left(R_{i, j}(s, t)\right)\right| \partial_{z} g_{i, j}(s, t) \mathrm{d} s \mathrm{~d} t \\
& \quad \gtrsim \int_{0}^{\delta r_{i}^{2}} \int_{\frac{1}{4} A r_{i}}^{\frac{3}{4} A r_{i}}\left|G_{f_{i}, \nu_{i}}^{\prime}(0)\left(R_{i, j}(s, t)\right)\right| \mathrm{d} s \mathrm{~d} t \gtrsim \delta A^{-1}\left|Q_{i, j}\right| \gtrsim A^{-1}\left|Q_{i, j}\right| .
\end{aligned}
$$

By (88),

$$
\int_{U}\left|G_{f_{i}, \nu_{i}}^{\prime}(0)(q)\right| \mathrm{d} q \gtrsim \sum_{j \in J_{i}} \int_{Q_{i, j}}\left|G_{f_{i}, \nu_{i}}^{\prime}(0)(q)\right| \mathrm{d} q \gtrsim \sum_{j \in J_{i}} A^{-1}\left|Q_{i, j}\right| \geq \frac{1}{2} A^{-1}
$$

as desired.

## 10. Quasi-orthogonality

In this section, we prove part (3) of Lemma 6.3, which claims that there is an $\epsilon>0$ such that $\left|\left\langle F_{i}^{\prime}(0), F_{j}^{\prime}(0)\right\rangle\right| \lesssim \rho^{-\epsilon}$ for all $0 \leq i<j$.

Recall that $\nu_{i}$ oscillates with wavelength roughly $r_{i}=A^{-1} \rho^{-i}$, so we expect that $F_{i}^{\prime}(0)$ also oscillates with wavelength roughly $r_{i}$. Since $r_{j}<$ $\rho^{-1} r_{i}, F_{j}^{\prime}(0)$ has higher frequency than $F_{i}^{\prime}(0)$. We thus bound $\left\langle F_{i}^{\prime}(0), F_{j}^{\prime}(0)\right\rangle$ by partitioning $\Psi_{f_{j}}(U) \subset \Gamma_{f_{j}}$ into sets of diameter on the order of $r_{j} \rho^{\delta}$ for some small $\delta>0$. Let $Q$ be such a set. Since $j>i$, Lemma 8.2 implies that $F_{i}^{\prime}(0)$ is nearly constant on $Q$. We claim that the average of $F_{j}^{\prime}(0)$ on $Q$ is small and thus $\int_{Q} F_{i}^{\prime}(0)(q) F_{j}^{\prime}(0)(q) \mathrm{d} q$ is small.

We start by bounding the average of $F_{j}^{\prime}(0)$ on rectangles (Section 10.1). We will then bound the average of $F_{j}^{\prime}(0)$ on pseudoquads (Section 10.2) and complete the proof of Lemma 6.3.(3) by tiling $U$ by pseudoquads (Section 10.3).
10.1. Averaging over rectangles. We begin the proof of Lemma 6.3.(3) by bounding the average of $F_{j}^{\prime}(0)$ on rectangles of scale roughly $r_{i} \rho^{\epsilon}$.

Let $P \subset \mathbb{H}$ be a vertical plane of slope $a$ and let $W=X+a Y$ so that $P=\langle W, Z\rangle$. For $v \in P$ and $r>0$, we define

$$
E(v, r ; P):=\left\{v W^{w} Z^{z}| | w\left|\leq r,|z| \leq r^{2}\right\}\right.
$$

We call $E(v, r ; P)$ a rectangle in $P$. In this section, we prove the following lemma.

Lemma 10.1. There is an $\epsilon>0$ such that when $\rho$ is sufficiently large, the following property holds. Let $f_{i}, \nu_{i}$, and $\Sigma_{i}=\Gamma_{f_{i}}$ be as in Section 3. Let $i \geq 0$, let $p_{0} \in \Sigma_{i}$, and let $P$ be the tangent plane to $\Sigma_{i}$ at $p_{0}$. Let $p \in P \cap B\left(p_{0}, \rho^{\epsilon} r_{i}\right)$ and $2 r_{i}<R<\rho^{\epsilon} r_{i}$. Then

$$
\begin{equation*}
\frac{1}{R^{3}}\left|\int_{E(p, R ; P)} F_{i}^{\prime}(0)(q) \mathrm{d} q\right| \lesssim \rho^{-\epsilon}+\frac{\log \left(R r_{i}^{-1}\right)}{R r_{i}^{-1}} \tag{89}
\end{equation*}
$$

After a rescaling and translation, it suffices to consider the case that $\alpha$ and $\gamma$ satisfy Lemma 3.12 and $p_{0}=\mathbf{0} \in \Gamma_{\alpha}$. Let $P$ be the tangent plane to $\Gamma_{\alpha}$ at $p_{0}$ and $W=X+\nabla_{\alpha} \alpha\left(p_{0}\right) Y$. Let $\epsilon>0$ be as in Lemma 8.1. It suffices to show that for $p \in B\left(p_{0}, \rho^{\frac{\epsilon}{2}} ; P\right)$ and $2<R<\rho^{\frac{\epsilon}{2}}$,

$$
\begin{equation*}
\frac{1}{R^{3}}\left|\int_{E(p, R ; P)} G_{\alpha, \gamma}^{\prime}(0)(q) \mathrm{d} q\right| \lesssim \rho^{-\epsilon}+\frac{\log (R)}{R} \tag{90}
\end{equation*}
$$

By Lemma 8.1, when $\rho$ is sufficiently large,

$$
\begin{equation*}
\frac{1}{R^{3}}\left|\int_{E(p, R ; P)} G_{\alpha, \gamma}^{\prime}(0)(q) \mathrm{d} q-\int_{E(p, R ; P)} H_{P, \gamma}(q) \mathrm{d} q\right| \lesssim \rho^{-\epsilon} \tag{91}
\end{equation*}
$$

Then Lemma 10.1 is a consequence of the following bound.
Lemma 10.2. Let $P$ and $\gamma$ be as above. Let $p \in P \cap B\left(p_{0}, \sqrt{\rho}\right)$ and let $2<R<\sqrt{\rho}$. Then

$$
\frac{1}{R^{3}}\left|\int_{E(p, R ; P)} H_{P, \gamma}(q) \mathrm{d} q\right| \lesssim \frac{\log (R)}{R}
$$

We first reduce Lemma 10.2 to a question about a singular integral on $P \times P$. For $r>0$, let

$$
\Delta_{r}=\left\{(v, w) \in P \times P \mid d_{\text {Kor }}(v, w)<r\right\}
$$

and for $U \subset P \times P$, define

$$
\text { pv. } \int_{U} M(v, w) \mathrm{d}(v, w):=\lim _{r \rightarrow 0} \int_{U \backslash \Delta_{r}} M(v, w) \mathrm{d}(v, w)
$$

Recall that for $v \in P$, we defined

$$
H_{P, \phi}(v)=\operatorname{pv} \cdot(v) \int_{p V_{0}}(\phi(w)-\phi(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} \Pi_{P}(w)\right) \mathrm{d} w
$$

Lemma 10.3. Let $\lambda$ be a bounded smooth function which is constant on cosets of $\langle Y\rangle$. Let $p \in \mathbb{H}$ and let $P$ be a vertical plane through $p$ with finite slope. Then

$$
\begin{equation*}
H_{P, \lambda}(p)=\operatorname{pv} \cdot(p) \int_{P}(\lambda(q)-\lambda(p)) Y_{\mathrm{L}} \widehat{K}\left(p^{-1} q\right) \mathrm{d} q \tag{92}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{E(p, R ; P)} H_{P, \lambda}(q) \mathrm{d} q=\mathrm{pv} \cdot \int_{E(p, R ; P) \times P}(\lambda(w)-\lambda(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d}(v, w) \tag{93}
\end{equation*}
$$

Proof. Without loss of generality, we suppose that $p=0$. Let $D_{r}:=V_{0} \cap$ $B(\mathbf{0}, r)$ and $D_{r}^{P}:=P \cap B(\mathbf{0}, r)$, and let $A_{r, R}:=D_{R} \backslash D_{r}$ and $A_{r, R}^{P}:=D_{R}^{P} \backslash D_{r}^{P}$. Let $\lambda_{0}(q)=\lambda(q)-\lambda(\mathbf{0})$ so that $H_{P, \lambda}(\mathbf{0})=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} L_{r, R}$, where

$$
L_{r, R}:=\int_{D_{R} \backslash D_{r}} \lambda_{0}(q) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q
$$

Likewise, since $\lambda$ is constant on cosets of $\langle Y\rangle$, we can write the right side of (92) as $\lim _{\underset{R}{r \rightarrow 0}} M_{r, R}$, where

$$
M_{r, R}:=\int_{D_{R}^{P} \backslash D_{r}^{P}} \lambda_{0}(q) Y_{\mathrm{L}} \widehat{K}(q) \mathrm{d} q=\int_{\Pi\left(D_{R}^{P}\right) \backslash \Pi\left(D_{r}^{P}\right)} \lambda_{0}(q) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q
$$

Then

$$
\begin{aligned}
L_{r, R}-M_{r, R}= & \int_{V_{0}}\left(\mathbf{1}_{D_{R}^{P}}-\mathbf{1}_{D_{r}^{P}}-\mathbf{1}_{\Pi\left(D_{R}^{P}\right)}+\mathbf{1}_{\Pi\left(D_{r}^{P}\right)}\right)(q) \lambda_{0}(q) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q \\
= & \int_{V_{0}}\left(\mathbf{1}_{D_{R}}-\mathbf{1}_{\Pi\left(D_{R}^{P}\right)}\right)(q) \lambda_{0}(q) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q \\
& \quad-\int_{V_{0}}\left(\mathbf{1}_{D_{r}}-\mathbf{1}_{\Pi\left(D_{r}^{P}\right)}\right)(q) \lambda_{0}(q) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q \\
= & I_{R}-I_{r} .
\end{aligned}
$$

Note that there is a $c>1$ depending on the slope of $P$ such that

$$
\operatorname{supp}\left(\mathbf{1}_{D_{s}}-\mathbf{1}_{\Pi\left(D_{s}^{P}\right)}\right) \subset A_{c^{-1} s, c s}
$$

for all $s>0$.
Since $\lambda$ is bounded and $Y_{\mathrm{L}} \widehat{K}$ is ( -4 )-homogeneous,

$$
\left|I_{R}\right| \lesssim\left|A_{c^{-1} R, c R}\right| \cdot\|\lambda\|_{\infty}\left(c^{-1} R\right)^{-4} \lesssim \lambda, P R^{-1},
$$

so $\left|I_{R}\right| \rightarrow 0$ as $R \rightarrow \infty$.
Let $\theta(x, y, z)=(-x,-y, z)$ and let $\lambda_{0}^{\mathrm{e}}(q)=\frac{1}{2}\left(\lambda_{0}(q)+\lambda_{0}(\theta(q))\right)$ be the even part of $\lambda_{0}$. Then $\mathbf{1}_{D_{r}}-\mathbf{1}_{\Pi\left(D_{r}^{P}\right)}$ is even, so

$$
I_{r}=\int_{V_{0}}\left(\mathbf{1}_{D_{r}}(q)-\mathbf{1}_{\Pi\left(D_{r}^{V}\right)}(q)\right) \lambda_{0}^{\mathrm{e}}(q) Y_{\mathrm{L}} \widehat{K}\left(\Pi_{P}(q)\right) \mathrm{d} q .
$$

Since $\lambda_{0}$ is smooth and $\lambda_{0}(\mathbf{0})=0$, we have $\left|\lambda_{0}^{\mathrm{e}}(q)\right| \lesssim \lambda\|q\|_{\text {Kor }}^{2}$ when $\|q\|_{\text {Kor }}$ is sufficiently small, so when $r$ is sufficiently small,

$$
\left|I_{r}\right| \lesssim \lambda\left|A_{c^{-1} r, c r}\right| \cdot r^{2} r^{-4} \lesssim \lambda, P r .
$$

Therefore, $\left|L_{r, R}-M_{r, R}\right| \lesssim_{\lambda, P} r+R^{-1}$, which implies (92).
Now let $E=E(p, R ; P)$. Since $Y_{\mathrm{L}} \widehat{K}$ is (-4)-homogeneous and $\lambda$ is bounded, for any $r>0$ and $v \in P$,

$$
\int_{v A_{r, \infty}^{P}}(\lambda(w)-\lambda(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d} w
$$

converges absolutely. Furthermore, by the bounds above and Lemma 7.1, there is a $c>0$ depending only on $\lambda$ and $P$ such that for $v \in E$,

$$
\left|H_{P, \lambda}(v)-\int_{v A_{r, \infty}^{P}}(\lambda(w)-\lambda(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d} w\right| \lesssim c r .
$$

Therefore, using uniform convergence to exchange the integral and the limit,

$$
\begin{aligned}
\int_{E} H_{P, \lambda}(q) \mathrm{d} q & =\int_{E} \lim _{r \rightarrow 0} \int_{v A_{r, \infty}^{P}}(\lambda(w)-\lambda(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d} w \mathrm{~d} v \\
& =\lim _{r \rightarrow 0} \int_{E} \int_{v A_{r, \infty}^{P}}(\lambda(w)-\lambda(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d} w \mathrm{~d} v \\
& =p v \cdot \int_{E \times P}(\lambda(w)-\lambda(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d}(v, w)
\end{aligned}
$$

This proves (93).
Now we prove Lemma 10.2.
Proof of Lemma 10.2. Let $E=E(p, R ; P)$. By Lemma 10.3

$$
\begin{aligned}
\int_{E} H_{P, \gamma}(v) \mathrm{d} v= & \mathrm{pv} \cdot \int_{E \times P \backslash E}(\gamma(w)-\gamma(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d}(v, w) \\
& +\mathrm{pv} \cdot \int_{E \times E}(\gamma(w)-\gamma(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d}(v, w)=: J_{1}+J_{2}
\end{aligned}
$$

We claim that $\left|J_{1}\right| \lesssim R^{2} \log R$ and $\left|J_{2}\right| \lesssim R^{2}$.
We first consider $J_{1}$. First, we claim that $|\gamma(u)-\gamma(v)| \lesssim A^{-1} d_{\text {Kor }}(u, v)$ for all $v \in E$ and $u \in P$. Let $\kappa:=d_{\text {Kor }}(u, v)$. On one hand, if $\kappa \geq 1$, then

$$
|\gamma(u)-\gamma(v)| \lesssim\|\gamma\|_{\infty} \lesssim A^{-1} \leq A^{-1} \kappa
$$

so we consider the case that $\kappa \leq 1$. Then $d_{\text {Kor }}\left(u, p_{0}\right) \leq d_{\operatorname{Kor}}(u, v)+$ $d_{\text {Kor }}\left(v, p_{0}\right) \leq 2 R$. Let $W=X+\operatorname{slope}(P) Y$ and write $u=v W^{w} Z^{z}$ for some $|w| \leq \kappa$ and $|z| \leq \kappa^{2}$. Since $P$ is tangent to $\Gamma_{\alpha}$ at $p_{0}$, Lemma 2.9 and Lemma 3.12 imply that for all $q \in P \cap B\left(p_{0}, 2 R\right)$,

$$
d_{\mathrm{Kor}}\left(q, \Gamma_{\alpha}\right) \lesssim \rho^{-1} d_{\mathrm{Kor}}\left(q, p_{0}\right)^{2} \lesssim 1
$$

Lemma 8.4 implies that $|W \gamma(q)| \lesssim A^{-1}$ and $|Z \gamma(q)| \lesssim A^{-1}$. By the Mean Value Theorem, $|\gamma(u)-\gamma(v)| \lesssim\left(\kappa+\kappa^{2}\right) A^{-1} \lesssim \kappa A^{-1}$, as desired.

Now let $v \in E$ and $\epsilon=d_{\text {Kor }}(v, \partial E)$; suppose $\epsilon>0$. Let

$$
j_{1}(v)=\int_{P \backslash E}\left|(\gamma(w)-\gamma(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right)\right| \mathrm{d} w
$$

Since $Y_{\mathrm{L}} \widehat{K}$ is $(-4)$-homogeneous, by Lemma 5.3,

$$
\begin{aligned}
j_{1}(v) & \lesssim \int_{P \backslash B(v, \epsilon)}|\gamma(v)-\gamma(w)| d_{\mathrm{Kor}}(v, w)^{-4} \mathrm{~d} w \\
& \lesssim \int_{P \backslash B(v, \epsilon)} \min \left\{\|\gamma\|_{\infty}, A^{-1} d_{\mathrm{Kor}}(v, w)\right\} d_{\mathrm{Kor}}(v, w)^{-4} \mathrm{~d} w \\
& \lesssim \int_{\epsilon}^{\infty} \min \left\{r^{-4}, r^{-3}\right\} \cdot r^{2} \mathrm{~d} r
\end{aligned}
$$

so there is a $C>0$ such that

$$
j_{1}(v) \leq \begin{cases}C|\log \epsilon|+C & 0<\epsilon<1 \\ C \epsilon^{-1} & \epsilon \geq 1\end{cases}
$$

For any $\epsilon_{0}>0$,

$$
\left|\left\{v \in E \mid d_{\mathrm{Kor}}(v, \partial E)<\epsilon_{0}\right\}\right| \lesssim \min \left\{R^{3}, R^{2} \epsilon_{0}\right\}
$$

so for any $t>0$,

$$
\left|\left\{v \in E \mid j_{1}(v)>t\right\}\right| \lesssim \begin{cases}R^{3} & 0 \leq t<\frac{C}{R} \\ \frac{C}{t} R^{2} & \frac{C}{R} \leq t<C \\ R^{2} \exp \left(\frac{C-t}{C}\right) & C \leq t\end{cases}
$$

Therefore,

$$
\begin{aligned}
\int_{E} j_{1}(v) \mathrm{d} v \lesssim \frac{C}{R} R^{3}+\int_{C R^{-1}}^{C} \frac{C}{t} & R^{2} \mathrm{~d} t+\int_{C}^{\infty} R^{2} \exp \left(1-\frac{t}{C}\right) \mathrm{d} t \\
& \leq C R^{2}+C R^{2} \log R+C R^{2} \lesssim R^{2} \log R
\end{aligned}
$$

By Fubini's Theorem and dominated convergence,

$$
\begin{aligned}
&\left|J_{1}\right|=\left|\lim _{r \rightarrow 0} \int_{E} \int_{P \backslash(E \cup B(v, r))}(\gamma(w)-\gamma(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d}(v, w)\right| \\
& \leq \int_{E} j_{1}(v) \mathrm{d} v \lesssim R^{2} \log R
\end{aligned}
$$

Now we consider $J_{2}$. We have

$$
\begin{aligned}
J_{2} & =\mathrm{pv} \cdot \int_{E \times E}(\gamma(w)-\gamma(v)) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d}(v, w) \\
& =\mathrm{pv} \cdot \int_{E \times E} \gamma(w) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d}(v, w)-\mathrm{pv} \cdot \int_{E \times E} \gamma(v) Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right) \mathrm{d}(v, w)
\end{aligned}
$$

Exchanging $v$ and $w$ in the first term, we get

$$
\begin{aligned}
& J_{2}=\mathrm{pv} \cdot \int_{E \times E} \gamma(v)\left(Y_{\mathrm{L}} \widehat{K}\left(w^{-1} v\right)-Y_{\mathrm{L}} \widehat{K}\left(v^{-1} w\right)\right) \mathrm{d}(v, w) \\
&=\mathrm{pv} \cdot \int_{E \times E} \gamma(v) M\left(v^{-1} w\right) \mathrm{d}(v, w)
\end{aligned}
$$

where $M(p)=Y_{\mathrm{L}} \widehat{K}\left(p^{-1}\right)-Y_{\mathrm{L}} \widehat{K}(p)$. We use the following lemma to show that $M$ is vertically antisymmetric, i.e., $M\left(W^{w} Z^{z}\right)=-M\left(W^{w} Z^{-z}\right)$ for all $w, z \in \mathbb{R}$.

Lemma 10.4. Let $N: \mathbb{H} \rightarrow \mathbb{R}^{2}$ be an orthogonal kernel. For any horizontal vector $W$, let $W_{\mathrm{L}}$ be the corresponding left-invariant vector field. Let $\theta(x, y, z)=(-x,-y, z)$ be the homomorphism that rotates $\mathbb{H}$ around the $z$-axis by $\pi$. Then for any $g \in \mathbb{H}$ and any horizontal vector $W$,

$$
q_{W}(g):=W_{\mathrm{L}} N(g)-W_{\mathrm{L}} N\left(g^{-1}\right)-W_{\mathrm{L}} N(\theta(g))+W_{\mathrm{L}} N\left(\theta\left(g^{-1}\right)\right)=0
$$

We defer the proof until after the proof of Lemma 10.2. Let $h: \mathbb{H} \rightarrow \mathbb{H}$, $h(x, y, z)=(x, y,-z)$, so that $h(q)=\theta\left(q^{-1}\right)$ for any $q \in \mathbb{H}$. Then $\widehat{K}$ is an orthogonal kernel, so for $q=W^{w} Z^{z} \in P$,

$$
\begin{aligned}
M\left(W^{w} Z^{z}\right)+M & \left(W^{w} Z^{-z}\right) \\
& =Y_{\mathrm{L}} \widehat{K}\left(q^{-1}\right)-Y_{\mathrm{L}} \widehat{K}(q)+Y_{\mathrm{L}} \widehat{K}(\theta(q))-Y_{\mathrm{L}} \widehat{K}\left(\theta\left(q^{-1}\right)\right)=0
\end{aligned}
$$

By Fubini's theorem,

$$
\begin{aligned}
J_{2} & =\lim _{r \rightarrow 0} \int_{E \times E \backslash \Delta_{r}} \gamma(v) M\left(v^{-1} w\right) \mathrm{d}(v, w) \\
& =\lim _{r \rightarrow 0} \int_{E} \gamma(v) \int_{E \backslash B(v, r)} M\left(v^{-1} w\right) \mathrm{d} w \mathrm{~d} v \\
& =\lim _{r \rightarrow 0} \int_{E} \gamma(v) \int_{v^{-1} E \backslash B(\mathbf{0}, r)} M(w) \mathrm{d} w \mathrm{~d} v
\end{aligned}
$$

For $S \subset P$ and $r>0$, let $k_{r}(S)=\int_{S \backslash B(\mathbf{0}, r)} M(w) \mathrm{d} w$. Then

$$
S=(S \backslash h(S)) \sqcup(S \cap h(S))
$$

The symmetry of $M$ implies that $k_{r}(S \cap h(S))=0$ and thus $k_{r}(S)=k_{r}(S \backslash$ $h(S))$.

Let $w_{0} \in(-R, R)$ and $z_{0} \in\left[0, R^{2}\right)$, so that $v=W^{w_{0}} Z^{z_{0}}$ lies in the top half of $E$. Let $\delta=R^{2}-z_{0} \in\left(0, R^{2}\right)$. Then

$$
v^{-1} E=\left\{W^{w} Z^{z}:\left|w+w_{0}\right| \leq R, z \in\left(\delta-2 R^{2}, \delta\right)\right\}
$$

and

$$
v^{-1} E \backslash h\left(v^{-1} E\right)=\left\{W^{w} Z^{z}:\left|w+w_{0}\right| \leq R, z \in\left(\delta-2 R^{2},-\delta\right]\right\}
$$

That is, $v^{-1} E \backslash h\left(v^{-1} E\right) \subset A_{2 \sqrt{\delta}, \infty}^{P}$. Therefore, for all $r>0$, we can use Lemma 5.3 and (-4)-homogeneity of $M$ to show that

$$
\begin{aligned}
& \left|k_{r}\left(v^{-1} E\right)\right|=\mid k_{r}\left(v^{-1} E \backslash h\left(v^{-1} E\right)\left|\leq \int_{A_{2 \sqrt{\delta}, \infty}^{P}}\right| M(w) \mid \mathrm{d} w\right. \\
& \quad \lesssim \int_{2 \sqrt{\delta}}^{\infty} \rho^{-2} \mathrm{~d} \rho \lesssim \delta^{-\frac{1}{2}}
\end{aligned}
$$

More generally, letting $\delta(v)=\left|R^{2}-|z(v)|\right|$, we have $\left|k_{r}\left(v^{-1} E\right)\right| \lesssim \delta(v)^{-\frac{1}{2}}$ for all $r>0$ and all $v \in E$. By dominated convergence,

$$
\begin{aligned}
\left|J_{2}\right|=\mid \lim _{r \rightarrow 0} \int_{E} \gamma(v) & k_{r}\left(v^{-1} E\right) \mathrm{d} v \left\lvert\, \lesssim\|\gamma\|_{\infty} \int_{E} \delta(v)^{-\frac{1}{2}} \mathrm{~d} v\right. \\
& \lesssim 2 R \int_{-R^{2}}^{R^{2}}\left|R^{2}-|z|^{-\frac{1}{2}} \mathrm{~d} z=4 R \int_{0}^{R^{2}} z^{-\frac{1}{2}} \mathrm{~d} z=8 R^{2}\right.
\end{aligned}
$$

Therefore,

$$
\left|\int_{E} H_{P, \gamma}(v) \mathrm{d} v\right| \leq\left|J_{1}\right|+\left|J_{2}\right| \lesssim R^{2} \log R
$$

as desired.
We used Lemma 10.4 in the proof of Lemma 10.2, and we prove it now.
Proof of Lemma 10.4. We first consider the case that $g=(x, 0, z) \in V_{0}$. Any left-invariant horizontal field can be written as a linear combination of $X_{\mathrm{L}}$ and $Y_{\mathrm{L}}$, so it suffices to consider $W=X$ or $W=Y$.

Let $I: \mathbb{H} \rightarrow \mathbb{H}$ be an involutory linear isometry of $\mathbb{H}$ that fixes $\mathbf{0}$. Then $N(I(h))=I(N(h))$ for all $h \in \mathbb{H}$, so by the chain rule,

$$
W_{\mathrm{L}} N(I(g))=I_{*}\left(W_{\mathrm{L}}\right)[N \circ I](g)=I_{*}\left(W_{\mathrm{L}}\right)[I \circ N](g)=I\left(I_{*}\left(W_{\mathrm{L}}\right) N(g)\right) .
$$

Let $\phi(x, y, z)=(x,-y,-z)$ and $\psi(x, y, z)=(-x, y,-z)$ so that

$$
q_{W}(g)=W_{\mathrm{L}} N(g)-W_{\mathrm{L}} N(\psi(g))-W_{\mathrm{L}} N(\theta(g))+W_{\mathrm{L}} N(\phi(g)) .
$$

Let $X_{\mathrm{L}} N(g)=(a, b)$. Since $\phi, \psi$, and $\theta$ are involutory isometries of $\mathbb{H}$,

$$
\begin{aligned}
q_{X}(g) & \left.=X_{\mathrm{L}} N g\right)-\psi\left(\psi_{*}\left(X_{\mathrm{L}}\right) N(g)\right)-\theta\left(\theta_{*}\left(X_{\mathrm{L}}\right) N(g)\right)+\phi\left(\phi_{*}\left(X_{\mathrm{L}}\right) N(g)\right) \\
& =X_{\mathrm{L}} N(g)+\psi\left(X_{\mathrm{L}} N(g)\right)+\theta\left(X_{\mathrm{L}} N(g)\right)+\phi\left(X_{\mathrm{L}} N(g)\right) \\
& =(a, b)+(-a, b)+(-a,-b)+(a,-b)=0 .
\end{aligned}
$$

Let $Y_{\mathrm{L}} N(g)=(c, d)$. Then

$$
\begin{aligned}
q_{Y}(g) & =Y_{\mathrm{L}} N(g)-\psi\left(\psi_{*}\left(Y_{\mathrm{L}}\right) N(g)\right)-\theta\left(\theta_{*}\left(Y_{\mathrm{L}}\right) N(g)\right)+\phi\left(\phi_{*}\left(Y_{\mathrm{L}}\right) N(g)\right) \\
& =Y_{\mathrm{L}} N(g)-\psi\left(Y_{\mathrm{L}} N(g)\right)+\theta\left(Y_{\mathrm{L}} N(g)\right)-\phi\left(Y_{\mathrm{L}} N(g)\right) \\
& =(c, d)-(-c, d)+(-c,-d)-(c,-d)=0 .
\end{aligned}
$$

Thus the lemma holds for $g \in V_{0}$.
Let $g \in V_{0}$ and let $R: \mathbb{H} \rightarrow \mathbb{H}$ be a rotation around the $z$-axis. Let $W^{\prime}=R(W)$ so that $R_{*}\left(W_{\mathrm{L}}\right)=W_{\mathrm{L}}^{\prime}$. Then, as above, $W_{\mathrm{L}} N(R(g))=$ $R\left(R_{*}\left(W_{\mathrm{L}}\right) N(g)\right)$, and since $R$ commutes with $\theta$,

$$
\begin{aligned}
q_{W}(R(g))= & W_{\mathrm{L}} N(R(g))-W_{\mathrm{L}} N\left(R\left(g^{-1}\right)\right) \\
& -W_{\mathrm{L}} N(R(\theta(g)))+W_{\mathrm{L}} N\left(R\left(\theta\left(g^{-1}\right)\right)\right) \\
= & R\left(W_{\mathrm{L}}^{\prime} N(g)-W_{\mathrm{L}}^{\prime} N\left(g^{-1}\right)-W_{\mathrm{L}}^{\prime} N(\theta(g))+W_{\mathrm{L}}^{\prime} N\left(\theta\left(g^{-1}\right)\right)\right) \\
= & R\left(q_{W^{\prime}}(g)\right)=0 .
\end{aligned}
$$

Any point in $\mathbb{H}$ can be written as $R(g)$ for some rotation $R$ and some $g \in V_{0}$, so $q_{W}(h)=0$ for all $h \in \mathbb{H}$.
10.2. Averaging over pseudoquads. In the previous section, we bounded the average of $F_{i}^{\prime}(0)$ on rectangles of the form $E(p, r ; P)$, where $P$ is tangent to $\Sigma_{i}$ at $p_{0}$ and $d_{\text {Kor }}\left(p_{0}, p\right) \leq r_{i} \rho^{\epsilon}$. The projections of these rectangles do not tile $V_{0}$, because $P$ depends on $p_{0}$, so in this section, we will bound the average of $F_{i}^{\prime}(0)$ on pseudoquads for $\Sigma_{i}$.

We will need the following bound on the size of a pseudoquad of given height and width.

Lemma 10.5. Let $\psi$ be a $\lambda$-intrinsic Lipschitz function for some $\lambda \in(0,1)$. Let $\delta_{x}, \delta_{z} \geq 0$ and let $g_{1}, g_{2} \in C^{1}(\mathbb{R})$ be functions such that for all $x, g_{1}(x) \leq$ $g_{2}(x), g_{i}^{\prime}(x)=-\psi\left(x, 0, g_{i}(x)\right)$, and $\delta_{z}=g_{2}(0)-g_{1}(0)$. Then for any $x \in \mathbb{R}$,

$$
\left|g_{1}(x)-g_{2}(x)\right| \lesssim_{\lambda} \delta_{z}+x^{2}
$$

Let

$$
Q=\left\{(x, 0, z) \mid x \in\left[0, \delta_{x}\right], z \in\left[g_{1}(x), g_{2}(x)\right]\right\}
$$

Then

$$
\operatorname{diam} \Psi_{\psi}(Q) \lesssim \lambda \delta_{x}+\sqrt{\delta_{z}}
$$

and

$$
|Q| \lesssim_{\lambda} \delta_{x} \delta_{z}+\delta_{x}^{3}
$$

Proof. By (11), since $\psi$ is $\lambda$-intrinsic Lipschitz, the $g_{i}$ satisfy

$$
\begin{align*}
\left|g_{i}^{\prime}(x)-g_{i}^{\prime}\left(x^{\prime}\right)\right|=\mid \psi\left(x, 0, g_{i}(x)\right)-\psi & \left(x^{\prime}, 0, g_{i}\left(x^{\prime}\right)\right) \mid  \tag{94}\\
& \leq\left\|\nabla_{\psi} \psi\right\|_{\infty}\left|x-x^{\prime}\right| \leq L\left|x-x^{\prime}\right|
\end{align*}
$$

for all $x, x^{\prime} \in \mathbb{R}$, where $L=\lambda\left(1-\lambda^{2}\right)^{-\frac{1}{2}}$. By Lemma 2.6,
$\left|\psi\left(0,0, z_{1}\right)-\psi\left(0,0, z_{2}\right)\right| \leq \frac{2}{1-\lambda} d_{\operatorname{Kor}}\left(\left(0,0, z_{1}\right),\left(0,0, z_{2}\right)\right)=\frac{4}{1-\lambda} \sqrt{\left|z_{2}-z_{1}\right|}$.
Then $\left|g_{1}^{\prime}(0)-g_{2}^{\prime}(0)\right|=\left|\psi\left(0,0, g_{1}(0)\right)-\psi\left(0,0, g_{2}(0)\right)\right| \leq \frac{4}{1-\lambda} \sqrt{\delta_{z}}$, and

$$
\left|g_{1}^{\prime}(x)-g_{2}^{\prime}(x)\right| \leq \frac{4}{1-\lambda} \sqrt{\delta_{z}}+2 L|x|
$$

for all $x$. Integrating this inequality and using the definition of $\delta_{z}$, we find

$$
\left|g_{1}(x)-g_{2}(x)\right| \leq \delta_{z}+\frac{4}{1-\lambda}|x| \sqrt{\delta_{z}}+L x^{2} \lesssim_{\lambda} \delta_{z}+x^{2}
$$

In particular,
$|Q|=\int_{0}^{\delta_{x}}\left|g_{2}(x)-g_{1}(x)\right| \mathrm{d} x \leq \delta_{x} \cdot\left(\delta_{z}+\frac{4}{1-\lambda} \delta_{x} \sqrt{\delta_{z}}+L \delta_{x}^{2}\right) \lesssim_{\lambda} \delta_{x} \delta_{z}+\delta_{x}^{3}$.
Finally, let

$$
E=\left\{\Psi_{\psi}(0,0, z) \mid z \in\left[g_{1}(0), g_{2}(0)\right]\right\}
$$

be the left edge of $\Psi_{\psi}(Q)$. By $(95), \operatorname{diam}(E) \lesssim \sqrt{\delta_{z}}$. Every point $p \in \Psi_{\psi}(Q)$ lies on a horizontal curve in $\Psi_{\psi}(Q)$ that intersects $E$, and we can parametrize this curve as $\gamma=\left(\gamma_{x}, \gamma_{y}, \gamma_{z}\right):\left[0, \delta_{x}\right] \rightarrow Q$ where $x(\gamma(t))=t$. By (94), $\left|\gamma_{y}^{\prime}(t)\right| \leq L$, so

$$
\ell(\gamma)=\int_{0}^{\delta_{x}} \sqrt{1+\gamma_{y}^{\prime}(t)^{2}} \mathrm{~d} t \leq \delta_{x} \sqrt{1+L^{2}}
$$

and

$$
d_{\mathrm{Kor}}\left(\Psi_{\psi}\left(0,0, g_{1}(0)\right), p\right) \leq \operatorname{diam} E+\ell(\gamma) \lesssim \lambda \sqrt{\delta_{z}}+\delta_{x}
$$

as desired.
Now we bound the integral of $F_{i}^{\prime}(0)$ on a pseudoquad.

Lemma 10.6. Let $r_{i}=A^{-1} \rho^{-i}$ and let $f_{i}, \nu_{i}$, and $\Sigma_{i}=\Gamma_{f_{i}}$ be as in Section 3. There is a $\delta>0$ such that if $\rho$ is sufficiently large, then for any pseudoquad $Q$ for $\Sigma_{i}$ with $\delta_{x}(Q) \leq r_{i} \rho^{\delta}$ and $\delta_{z}(Q) \leq r_{i}^{2} \rho^{2 \delta}$, we have

$$
\left|\int_{Q} F_{i}^{\prime}(0)(q) \mathrm{d} q\right| \lesssim r_{i}^{3} \rho^{3 \delta-\frac{\delta}{3}}
$$

Proof. Let $\epsilon>0$ be as in Lemma 10.1 and let $\delta=\frac{\epsilon}{2}$. After a left-translation, we may suppose that $f_{i}(\mathbf{0})=0$ and that the lower left corner of $\Psi_{f_{i}}(Q)$ is 0. That is,

$$
Q=\left\{(x, 0, z) \mid x \in\left[0, \delta_{x}(Q)\right], z \in\left[g_{1}(x), g_{2}(x)\right]\right\}
$$

where $g_{1}, g_{2}:\left[0, \delta_{x}(Q)\right] \rightarrow \mathbb{R}$ are functions with characteristic graphs such that $g_{1}(0)=0, g_{2}(0)=\delta_{z}(Q)$. By Lemma 10.5, $\left|g_{2}(x)-g_{1}(x)\right| \lesssim r_{i}^{2} \rho^{2 \delta}$ for all $x \in\left[0, \delta_{x}(Q)\right], \operatorname{diam}\left(\Psi_{f_{i}}(Q)\right) \lesssim r_{i} \rho^{\delta}$, and $|Q| \lesssim r_{i}^{3} \rho^{3 \delta}$. In particular, for any $q \in Q$, the intrinsic Lipschitz condition implies

$$
\begin{equation*}
\left|f_{i}(q)\right| \lesssim\left|f_{i}(\mathbf{0})\right|+\operatorname{diam}(Q) \lesssim r_{i} \rho^{\delta} \tag{96}
\end{equation*}
$$

Let $P$ be the tangent plane to $\Sigma_{i}$ at $\mathbf{0}$, and let $\sigma=\nabla_{f_{i}} f_{i}(\mathbf{0})$ be the slope of $P$. Note that $|\sigma| \leq 1$. Let $W=X+\sigma Y$ so that $P=\langle W, Z\rangle$. We will cover $\Pi_{P}(Q)$ by rectangles. Recall that

$$
\Pi_{P}(x, 0, z)=(x, 0, z) \cdot Y^{\sigma x}=\left(x, \sigma x, z+\frac{\sigma}{2} x^{2}\right)=W^{x} Z^{z+\frac{\sigma}{2} x^{2}}
$$

Let $\bar{g}_{j}(x)=g_{j}(x)+\frac{\sigma}{2} x^{2}$, so that

$$
\Pi_{P}\left(X^{x} Z^{g_{j}(x)}\right)=X^{x} Z^{g_{j}(x)} Y^{\sigma x}=W^{x} Z^{\bar{g}_{j}(x)}
$$

and

$$
\Pi_{P}(Q)=\left\{W^{w} Z^{z} \mid w \in\left[0, \delta_{x}(Q)\right], z \in\left[\bar{g}_{1}(w), \bar{g}_{2}(w)\right]\right\}
$$

Note that $d_{\text {Kor }}\left(q, \Pi_{P}(q)\right) \leq|x(q)|$, so $\operatorname{diam}\left(\Pi_{P}(Q)\right) \lesssim \operatorname{diam}(Q) \lesssim r_{i} \rho^{\delta}$.
Since $g_{j}$ has a characteristic graph, it satisfies

$$
g_{j}^{\prime}(x)=-f_{i}\left(x, 0, g_{j}(x)\right)=-f_{i}\left(X^{x} Z^{g_{j}(x)}\right)
$$

it follows that $\bar{g}_{j}$ satisfies

$$
\begin{equation*}
\bar{g}_{j}^{\prime}(x)=-f_{i}\left(X^{x} Z^{g_{j}(x)}\right)+\sigma x=\sigma x-f_{i}\left(W^{x} Z^{\bar{g}_{j}(x)}\right) \tag{97}
\end{equation*}
$$

In particular, for $x \in\left[0, \delta_{x}(Q)\right]$,

$$
\begin{equation*}
\left|\bar{g}_{j}^{\prime}(x)\right| \leq|\sigma| \delta_{x}+\left|f_{i}\left(W^{x} Z^{\bar{g}_{j}^{\prime}(x)}\right)\right| \lesssim r_{i} \rho^{\delta} \tag{98}
\end{equation*}
$$

Let $R=r_{i} \rho^{\frac{\delta}{2}}$ and let

$$
D=\left\{W^{w} Z^{z} \mid w \in[0,2 R], z \in\left[0,2 R^{2}\right]\right\}
$$

This is a translate of $E(\mathbf{0}, R ; P)$. Let

$$
\mathcal{T}=\left\{W^{2 j R} Z^{2 k R^{2}} D \mid j, k \in \mathbb{Z}\right\}
$$

be a tiling of $P$ by translates of $D$, let

$$
\mathcal{S}_{0}=\left\{E \in \mathcal{T} \mid \operatorname{int} E \subset \Pi_{P}(Q)\right\}
$$

and let

$$
\mathcal{S}_{1}=\left\{E \in \mathcal{T} \mid \operatorname{int} E \cap \partial \Pi_{P}(Q) \neq \emptyset\right\}
$$

The rectangles in $\mathcal{S}_{0}$ and $\mathcal{S}_{1}$ cover $\Pi_{P}(Q)$, and

$$
\begin{equation*}
\left|\int_{Q} F_{i}^{\prime}(0)(q) \mathrm{d} q\right| \leq \sum_{E \in \mathcal{S}_{0}}\left|\int_{E} F_{i}^{\prime}(0)(q) \mathrm{d} q\right|+\sum_{E \in \mathcal{S}_{1}} \int_{E}\left|F_{i}^{\prime}(0)(q)\right| \mathrm{d} q . \tag{99}
\end{equation*}
$$

Since each rectangle in $\mathcal{S}_{0}$ has measure $4 R^{3}$, we have $4 R^{3} \cdot \# \mathcal{S}_{0} \leq|Q| \lesssim$ $r_{i}^{3} \rho^{3 \delta}$. When $\rho$ is sufficiently large, we have $E \subset B\left(\mathbf{0}, r_{i} \rho^{\epsilon}\right)$ for every $E \tilde{\in}$ $\mathcal{S}_{0} \cup \mathcal{S}_{1}$, so Lemma 10.1 implies that

$$
\left|\int_{E} F_{i}^{\prime}(0)(q) \mathrm{d} q\right| \lesssim R^{3} \rho^{-\epsilon}+R^{3} \frac{\log \left(R r_{i}^{-1}\right)}{R r_{i}^{-1}}=R^{3} \rho^{-\epsilon}+R^{3} \frac{\log \rho^{\frac{\delta}{2}}}{\rho^{\frac{\delta}{2}}} \lesssim R^{3} \rho^{-\frac{\delta}{3}}
$$

for any $E \in \mathcal{S}_{0}$. Then

$$
\begin{equation*}
\sum_{E \in \mathcal{S}_{0}}\left|\int_{E} F_{i}^{\prime}(0)(q) \mathrm{d} q\right| \lesssim \# \mathcal{S}_{0} \cdot R^{3} \rho^{-\frac{\delta}{3}} \lesssim r_{i}^{3} \rho^{3 \delta-\frac{\delta}{3}} \tag{100}
\end{equation*}
$$

Now we consider the $\mathcal{S}_{1}$ term. We first bound the number of elements of $\mathcal{S}_{1}$. If $E \in \mathcal{S}_{1}$, then $E$ intersects one of the edges of $\Pi_{P}(Q)$. Let $\mathcal{S}_{1}^{\operatorname{lr}} \subset \mathcal{S}_{1}$ be the set of rectangles that intersect the left or right edge and let $\mathcal{S}_{1}^{\text {tb }} \subset \mathcal{S}_{1}$ be the set that intersect the top or bottom edge.

By Lemma 10.5, there is a $C>1$ such that the left and right edges of $\Pi_{P}(Q)$ are vertical segments of height at most $C r_{i}^{2} \rho^{2 \delta}$. Since each $E \in \mathcal{T}$ is a rectangle of height $2 R^{2}$,

$$
\# \mathcal{S}_{1}^{\operatorname{lr}} \leq \frac{C r_{i}^{2} \rho^{2 \delta}}{R^{2}}+2 \lesssim C \rho^{\delta}
$$

The top and bottom edges of $\Pi_{P}(Q)$ are the curves

$$
\gamma_{j}=\left\{W^{w} Z^{\bar{g}_{j}(w)} \mid w \in\left[0, \delta_{x}(Q)\right]\right\}
$$

We can partition $\mathcal{T}$ into strips of rectangles with the same $x$-coordinates, i.e.

$$
\mathcal{T}_{k}=\{E \in \mathcal{T} \mid x(E)=[2 k R, 2(k+1) R]\} .
$$

Then for each $0 \leq k \leq \frac{\delta_{x}(Q)}{2 R}$,

$$
\left|\left\{E \in \mathcal{T}_{k} \mid E \cap \gamma_{j} \neq \emptyset\right\}\right| \leq \frac{1}{2 R^{2}} \int_{2 k R}^{2(k+1) R}\left|\bar{g}_{j}^{\prime}(x)\right| \mathrm{d} x+2 \stackrel{(98)}{\lesssim} \frac{1}{R} r_{i} \rho^{\delta}+2 \leq \rho^{\frac{\delta}{2}}
$$

and

$$
\# \mathcal{S}_{1}^{\mathrm{tb}} \lesssim \frac{\delta_{x}(Q)}{R} \rho^{\frac{\delta}{2}} \leq \rho^{\delta}
$$

Therefore, $\# \mathcal{S}_{1} \lesssim \rho^{\delta}$. By part (1) of Lemma 6.3, $\left\|F_{i}^{\prime}(0)\right\|_{\infty} \lesssim A^{-1}$, so

$$
\begin{equation*}
\sum_{E \in \mathcal{S}_{1}} \int_{E}\left|F_{i}^{\prime}(0)(q)\right| \mathrm{d} q \lesssim \rho^{\delta} R^{3} A^{-1} \leq r_{i}^{3} \rho^{\frac{5}{2} \delta} \tag{101}
\end{equation*}
$$

By (99), (100), and (101),

$$
\left|\int_{Q} F_{i}^{\prime}(0)(q) \mathrm{d} q\right| \lesssim r_{i}^{3} \rho^{3 \delta-\frac{\delta}{3}}+r_{i}^{3} \rho^{3 \delta-\frac{\delta}{2}} \lesssim r_{i}^{3} \rho^{3 \delta-\frac{\delta}{3}},
$$

as desired.
10.3. Proof of Lemma 6.3.(3). Let $0 \leq i<j \leq N$. Let $\delta>0$ be as in Lemma 10.6; note that we can take $\delta<\frac{1}{2}$. Let $\epsilon>0$ be as in Lemma 8.2; we take $\epsilon<1$. We claim that

$$
\left|\left\langle F_{i}^{\prime}(0), F_{j}^{\prime}(0)\right\rangle\right| \lesssim \rho^{-\min \left\{\frac{\epsilon}{4}, \frac{\delta}{3}\right\}} .
$$

Recall that $f_{j}$ is supported on the unit square $U=[0,1] \times\{0\} \times[0,1]$, so that the top and bottom boundaries of $U$ are characteristic curves of $\Sigma_{j}$.

Let $w \in\left[\frac{1}{2} r_{j} \rho^{\delta}, r_{j} \rho^{\delta}\right]$ and $h \in\left[\frac{1}{2} r_{j}^{2} \rho^{2 \delta}, r_{j}^{2} \rho^{2 \delta}\right]$ be such that $N_{x}:=w^{-1}$ and $N_{z}:=h^{-1}$ are integers. For $m=0, \ldots, N_{x}$ and $k=0, \ldots, N_{z}$, let $v_{m, k}=(m w, 0, k h) \in V_{0}$ and let $g_{m, k}:[m w,(m+1) w] \rightarrow \mathbb{R}$ be the function such that the graph $z=g_{m, k}(x)$ is a segment of the characteristic curve of $\Sigma_{j}$ through $v_{m, k}$. For $m=0, \ldots, N_{x}-1$ and $k=0, \ldots, N_{z}-1$, let $Q_{m, k}$ be the pseudoquad

$$
Q_{m, k}:=\left\{(x, 0, z) \mid x \in[m w,(m+1) w], z \in\left[g_{m, k}(x), g_{m, k+1}(x)\right]\right\} ;
$$

this is the pseudoquad of $\Sigma_{j}$ with lower-left corner $v_{m, k}, \delta_{x}\left(Q_{m, k}\right)=w$, and $\delta_{z}\left(Q_{m, k}\right)=h$. The pseudoquads $Q_{m, k}$ then have disjoint interiors and cover $U$.

By Lemma 10.6, for every $m$ and $k$,

$$
\begin{equation*}
\left|\int_{Q_{m, k}} F_{j}^{\prime}(0)(q) \mathrm{d} q\right| \lesssim r_{j}^{3} \rho^{3 \delta-\frac{\delta}{3}} . \tag{102}
\end{equation*}
$$

Suppose that $p, q \in Q_{m, k}$. We claim that $\Psi_{f_{i}}(p)$ is close to $\Psi_{f_{i}}(q)$ and thus $\left|F_{i}^{\prime}(0)(p)-F_{i}^{\prime}(0)(q)\right|$ is small. Let $p_{n}=\Psi_{f_{n}}(p)$ and $q_{n}=\Psi_{f_{n}}(q)$. By Lemma 10.5,

$$
d_{\mathrm{Kor}}\left(p_{j}, q_{j}\right) \leq \operatorname{diam} \Psi_{f_{j}}\left(Q_{m, k}\right) \lesssim r_{j} \rho^{\delta} .
$$

Since $i<j$,

$$
\left\|f_{j}-f_{i}\right\|_{\infty} \leq \sum_{n=i}^{j-1}\left\|\nu_{n}\right\|_{\infty} \lesssim \sum_{n=i}^{j-1} A^{-1} r_{n} \lesssim r_{i} .
$$

Let $a=f_{i}(p)-f_{j}(p)$ and let $b=x(q)-x(p)$. Then $p_{i}=p_{j} Y^{a}$, and

$$
\begin{aligned}
d_{\text {Kor }}\left(p_{i}, q_{i}\langle Y\rangle\right) & \leq d_{\text {Kor }}\left(p_{i}, q_{j} Y^{a}\right)=\left\|Y^{-a} p_{j}^{-1} q_{j} Y^{a}\right\|_{\text {Kor }} \\
& =\left\|p_{j}^{-1} q_{j} Z^{a b}\right\|_{\text {Kor }} \lesssim d_{\text {Kor }}\left(p_{j}, q_{j}\right)+\sqrt{a b} \lesssim r_{j} \rho^{\delta}+\sqrt{r_{i} r_{j} \rho^{\delta}} .
\end{aligned}
$$

Since $j>i$, we have $r_{j} \leq \rho^{-1} r_{i}$, so

$$
d_{\mathrm{Kor}}\left(p_{i}, q_{i}\langle Y\rangle\right) \lesssim r_{i} \rho^{-1+\delta}+r_{i} \rho^{\frac{-1+\delta}{2}} \lesssim r_{i} \rho^{-\frac{1}{4}} .
$$

Let $m=d_{\text {Kor }}\left(p_{i}, q_{i}\langle Y\rangle\right)$ and let $c \in q_{i}\langle Y\rangle$ satisfy $d_{\text {Kor }}\left(p_{i}, c\right)=m$. Note that $p_{i}=\Psi_{f_{i}}\left(p_{i}\right)$ and so $y\left(p_{i}\right)=f_{i}\left(p_{i}\right)$. As the $y$ function is 1-Lipschitz we
get that $\left|f_{i}\left(p_{i}\right)-y(c)\right| \lesssim m$. By Lemma 2.6, $\left|f_{i}\left(p_{i}\right)-f_{i}\left(q_{i}\right)\right| \lesssim d_{\text {Kor }}\left(p_{i}, q_{i}\langle Y\rangle\right)$. Thus,

$$
d_{\text {Kor }}\left(p_{i}, q_{i}\right) \leq d_{\text {Kor }}\left(p_{i}, c\right)+\left|y(c)-f_{i}\left(p_{i}\right)\right|+\left|f_{i}\left(p_{i}\right)-f_{i}\left(q_{i}\right)\right| \lesssim m \lesssim r_{i} \rho^{-\frac{1}{4}}
$$

Therefore, by Corollary 8.3,

$$
\begin{equation*}
\left|F_{i}^{\prime}(0)(p)-F_{i}^{\prime}(0)(q)\right|=\left|F_{i}^{\prime}(0)\left(p_{i}\right)-F_{i}^{\prime}(0)\left(q_{i}\right)\right| \lesssim \rho^{-\frac{\epsilon}{4}} . \tag{103}
\end{equation*}
$$

Then

$$
\begin{aligned}
& \left|\int_{U} F_{i}^{\prime}(0)(q) F_{j}^{\prime}(0)(q) \mathrm{d} q\right| \leq \sum_{m, k}\left|\int_{Q_{m, k}} F_{i}^{\prime}(0)(q) F_{j}^{\prime}(0)(q) \mathrm{d} q\right| \\
& \quad \leq \sum_{m, k}\left|\int_{Q_{m, k}} F_{j}^{\prime}(0)(q)\left[\left(F_{i}^{\prime}(0)(q)-F_{i}^{\prime}(0)\left(v_{m, k}\right)\right)+F_{i}^{\prime}(0)\left(v_{m, k}\right)\right] \mathrm{d} q\right| \\
& \leq \sum_{m, k} \int_{Q_{m, k}}\left|F_{i}^{\prime}(0)(q)-F_{i}^{\prime}(0)\left(v_{m, k}\right)\right|\left|F_{j}^{\prime}(0)(q)\right| \mathrm{d} q \\
& \quad+\sum_{m, k}\left|F_{i}^{\prime}(0)\left(v_{m, k}\right)\right|\left|\int_{Q_{m, k}} F_{j}^{\prime}(0)(q) \mathrm{d} q\right|
\end{aligned}
$$

where the sums are all taken over $0 \leq m<N_{x}$ and $0 \leq k<N_{z}$. Part (1) of Lemma 6.3 implies that $\left\|F_{n}^{\prime}(0)\right\|_{\infty} \lesssim A^{-1} \lesssim 1$, so by (103),

$$
\sum_{m, k} \int_{Q_{m, k}}\left|F_{i}^{\prime}(0)(q)-F_{i}^{\prime}(0)\left(v_{m, k}\right)\right|\left|F_{j}^{\prime}(0)(q)\right| \mathrm{d} q \lesssim|U| \rho^{-\frac{\epsilon}{4}}\left\|F_{j}^{\prime}(0)\right\|_{\infty} \lesssim \rho^{-\frac{\epsilon}{4}}
$$

Likewise, by (102),

$$
\sum_{m, k}\left|F_{i}^{\prime}(0)\left(v_{m, k}\right)\right|\left|\int_{Q_{m, k}} F_{j}^{\prime}(0)(q) \mathrm{d} q\right| \lesssim N_{x} N_{z} r_{j}^{3} \rho^{3 \delta-\frac{\delta}{3}} \lesssim \rho^{-\frac{\delta}{3}} .
$$

Therefore,

$$
\left|\left\langle F_{i}^{\prime}(0), F_{j}^{\prime}(0)\right\rangle\right| \lesssim \rho^{-\frac{\delta}{3}}+\rho^{-\frac{\epsilon}{4}},
$$

as desired.

## 11. Second derivative bounds

In this section, we will prove the following lemma.
Lemma 11.1. For any $A>1$ and any $C>0$, if $\rho$ is sufficiently large, then the following bounds hold. Let $\alpha, \gamma: \mathbb{H} \rightarrow \mathbb{R}$ be functions that satisfy Lemma 3.12. Then

$$
\left\|G_{\alpha, \gamma}^{\prime \prime}(t)\right\|_{\infty} \lesssim_{C} A^{-3}
$$

for all $t \in[0,1]$.

We first set some notation that we will use in the rest of this section. Similarly to Section 7, given functions $\alpha$ and $\gamma$ that satisfy Lemma 3.12, for $\tau \in \mathbb{R}$, we define

$$
a_{\tau}(w):=(\alpha+\tau \gamma)\left(Y^{(\alpha+\tau \gamma)(\mathbf{0})} w\right)-(\alpha+\tau \gamma)(\mathbf{0})
$$

(as in (50)) and

$$
b_{\tau}(w):=\gamma\left(Y^{(\alpha+\tau \gamma)(\mathbf{0})} w\right)
$$

By Lemma 2.2, these are translates of $\alpha$ and $\gamma$ in the sense that $a_{\tau}(\mathbf{0})=0$,

$$
\Gamma_{a_{\tau}}=Y^{-(\alpha+\tau \gamma)(\mathbf{0})} \Gamma_{\alpha+\tau \gamma}
$$

and

$$
\Gamma_{a_{\tau}+t b_{\tau}}=Y^{-(\alpha+\tau \gamma)(\mathbf{0})} \Gamma_{\alpha+(\tau+t) \gamma}
$$

By the left-invariance of the Riesz transform, for any $\tau, t \in \mathbb{R}$, (104)

$$
G_{\alpha, \gamma}(\tau+t)(\mathbf{0})=G_{a_{\tau}, b_{\tau}}(t)(\mathbf{0})=F_{a_{\tau+t}}(\mathbf{0})=\mathrm{pv} \cdot(\mathbf{0}) \int_{V_{0}} \widehat{K}\left(\Psi_{a_{\tau+t}}(v)\right) \mathrm{d} v
$$

We will use (104) to decompose $G_{\alpha, \gamma}(\tau)(\mathbf{0})$ and differentiate the decomposition. We fix some $\tau \in[0,1]$ and abbreviate $a=a_{\tau}$ and $b=b_{\tau}$. For $w \in \mathbb{H}$, let $\bar{w}=\Psi_{a}(w)$ and $w_{t}=Y^{t b(\mathbf{0})} w Y^{-t b(\mathbf{0})}=w Z^{-b(\mathbf{0}) x(w)}$. Then

$$
\begin{equation*}
\Psi_{a_{\tau+t}}(w)=Y^{-t b(\mathbf{0})} \Psi_{a+t b}\left(w_{t}\right)=Y^{-t b(\mathbf{0})} \overline{w_{t}} Y^{t b\left(w_{t}\right)} \tag{105}
\end{equation*}
$$

For $0<r<R$, let $D_{r}=B(\mathbf{0}, r) \cap V_{0}$ and $A_{r, R}=D_{R} \backslash D_{r}$. Then we can decompose $G_{\alpha, \gamma}(\tau+t)(\mathbf{0})=G_{a, b}(t)(\mathbf{0})$ as follows:

$$
\begin{aligned}
G_{a, b}(t)(\mathbf{0}) & =\mathrm{pv} \cdot \int_{D_{1}} \widehat{K}\left(\Psi_{a_{\tau+t}}(v)\right) \mathrm{d} v+\mathrm{pv} \cdot \int_{V_{0} \backslash D_{1}} \widehat{K}\left(\Psi_{a_{\tau+t}}(v)\right) \mathrm{d} v \\
& =\mathrm{pv} \cdot \int_{D_{1}} \widehat{K}\left(\Psi_{a_{\tau+t}}(v)\right) \mathrm{d} v+\mathrm{pv} \cdot \int_{V_{0} \backslash D_{1}} \widehat{K}\left(Y^{-t b(\mathbf{0})} \overline{w_{t}} Y^{t b\left(w_{t}\right)}\right) \mathrm{d} w \\
& =\operatorname{pv} \cdot \int_{D_{1}} \widehat{K}\left(\Psi_{a_{\tau+t}}(v)\right) \mathrm{d} v+\lim _{R \rightarrow \infty} \int_{A_{1, R}^{t}} \widehat{K}\left(Y^{-t b(\mathbf{0})} \bar{w} Y^{t b(w)}\right) \mathrm{d} w \\
& =: G_{\tau}^{\mathrm{sm}}(t)+G_{\tau}^{\mathrm{lg}}(t)
\end{aligned}
$$

where all principal values are taken around $\mathbf{0}$ and

$$
A_{1, R}^{t}:=Y^{t b(\mathbf{0})} A_{1, R} Y^{-t b(\mathbf{0})}
$$

For $0<r<1<R$, let

$$
\begin{gathered}
G_{\tau, r}^{\mathrm{sm}}(t):=\int_{A_{r, 1}} \widehat{K}\left(\Psi_{a_{\tau+t}}(v)\right) \mathrm{d} v \\
G_{\tau, R}^{\mathrm{lg}}(t):=\int_{A_{1, R}^{t}} \widehat{K}\left(Y^{-t b(\mathbf{0})} \bar{w} Y^{t b(w)}\right) \mathrm{d} w
\end{gathered}
$$

We will show the following bounds.

Lemma 11.2. For any $\tau \in[0,1]$ and any $1 \leq R<R^{\prime}$,

$$
\begin{equation*}
\left|\left(G_{\tau, R^{\prime}}^{\mathrm{lg}}\right)^{\prime \prime}(0)-\left(G_{\tau, R}^{\mathrm{lg}}\right)^{\prime \prime}(0)\right| \lesssim A^{-3} R^{-1} \tag{106}
\end{equation*}
$$

Lemma 11.3. For any $\tau \in[0,1]$ and any $0<r^{\prime}<r \leq 1$

$$
\left|\left(G_{\tau, r}^{\mathrm{sm}}\right)^{\prime \prime}(0)-\left(G_{\tau, r^{\prime}}^{\mathrm{sm}}\right)^{\prime \prime}(0)\right| \lesssim A^{-3} r .
$$

Proof of Lemma 11.1. These lemmas show that the functions $\tau \mapsto\left(G_{\tau, r}^{\mathrm{sm}}\right)^{\prime \prime}(0)$ and $\tau \mapsto\left(G_{\tau, R}^{\mathrm{g}}\right)^{\prime \prime}(0)$ are uniformly Cauchy on the interval $\tau \in[0,1]$ as $r \rightarrow 0$ and $R \rightarrow \infty$. Let

$$
f^{\mathrm{sm}}(\tau)=\lim _{r \rightarrow 0}\left(G_{\tau, r}^{\mathrm{sm}}\right)^{\prime \prime}(0) \quad f^{\mathrm{lg}}(\tau)=\lim _{R \rightarrow \infty}\left(G_{\tau, R}^{\mathrm{lg}}\right)^{\prime \prime}(0)
$$

Then $\left(G_{\tau}^{\mathrm{sm}}\right)^{\prime \prime}(0)=f^{\mathrm{sm}}(\tau)$ and $\left(G_{\tau}^{\mathrm{lg}}\right)^{\prime \prime}(0)=f^{\mathrm{lg}}(\tau)$. Moreover, as $\left(G_{\tau, 1}^{\mathrm{sm}}\right)^{\prime \prime}(0)=$ $0=\left(G_{\tau, 1}^{\mathrm{lg}}\right)^{\prime \prime}(0)$ for all $\tau$,

$$
\begin{aligned}
\left|\left(G_{\tau}^{\mathrm{sm}}\right)^{\prime \prime}(0)\right| & =\lim _{r \rightarrow 0}\left|\left(G_{\tau, r}^{\mathrm{sm}}\right)^{\prime \prime}(0)-\left(G_{\tau, 1}^{\mathrm{sm}}\right)^{\prime \prime}(0)\right| \lesssim A^{-3} \\
\left|\left(G_{\tau}^{\mathrm{lg}}\right)^{\prime \prime}(0)\right| & =\lim _{R \rightarrow \infty}\left|\left(G_{\tau, R}^{\mathrm{l}}\right)^{\prime \prime}(0)-\left(G_{\tau, 1}^{\mathrm{lg}}\right)^{\prime \prime}(0)\right| \lesssim A^{-3} .
\end{aligned}
$$

Thus

$$
\left|G_{a, b}^{\prime \prime}(\tau)(\mathbf{0})\right|=\left|\left(G_{\tau}^{\mathrm{lg}}\right)^{\prime \prime}(0)+\left(G_{\tau}^{\mathrm{sm}}\right)^{\prime \prime}(0)\right| \lesssim A^{-3}
$$

as desired.
Before we prove Lemmas 11.2 and 11.3, we will need some lemmas. The first proves bounds on the derivatives of $a$ and $b$ which follow from Lemma 3.12.

Lemma 11.4. There is a $c>0$ such that for any $k \leq 3$ and any word $F \in\left\{\nabla_{a}, Z\right\}^{k}$

$$
\begin{equation*}
\|F b\|_{\infty} \leq c A^{-\# \nabla_{a}(F)-1} \tag{107}
\end{equation*}
$$

If $F \notin\left\{\mathrm{id}, \nabla_{\alpha}\right\}$, then

$$
\begin{equation*}
\|F a\|_{\infty} \leq c A^{-\# \nabla_{a}(F)-1} \tag{108}
\end{equation*}
$$

Proof. Let $m=\alpha(\mathbf{0})+\tau \gamma(\mathbf{0})$ and let $\lambda: \mathbb{H} \rightarrow \mathbb{H}, \lambda(p)=Y^{m} p$. Then $\nabla_{a}=\lambda^{*}\left(\nabla_{\alpha+\tau \gamma}\right)$, and by the Chain Rule, if $F \in\left\{\nabla_{a}, Z\right\}^{k}$, then

$$
F a(p)=F^{\prime}[\alpha+\tau \gamma-m](\lambda(p)),
$$

where $F^{\prime}$ is obtained from $F$ by replacing $\nabla_{a}$ by $\nabla_{\alpha+\tau \gamma}$.
Let $\hat{\nabla}=A \nabla_{\alpha+\tau \gamma}$. It suffices to prove that for any $k \leq 3$ and any $E \in$ $\{\hat{\nabla}, Z\}^{k}$,

$$
\|E \gamma\|_{\infty} \leq c A^{-1}
$$

and that if $E \notin\{\mathrm{id}, \hat{\nabla}\}$,

$$
\|E \alpha\|_{\infty} \leq c A^{-1}
$$

Let $g=-A \tau \gamma$ and $\nabla=A \nabla_{\alpha}$ so that $\hat{\nabla}=\nabla+g Z$. Suppose by induction that for any $k \leq d$, we can write any $E \in\{\hat{\nabla}, Z\}^{k}$ as

$$
\begin{equation*}
E=\sum_{i} D_{i, 1}[g] \ldots D_{i, k_{i}}[g] \cdot C_{i} \tag{109}
\end{equation*}
$$

where $C_{i}, D_{i, j} \in\{\nabla, Z\}^{*}$ and $\ell\left(C_{i}\right)+\sum_{j} \ell\left(D_{i, j}\right)=k$. We call the $C_{i}$ 's the monomials of $E$. For instance, $Z$ is trivially of the form (109), we can write $\hat{\nabla}=\nabla+g Z$, and

$$
\hat{\nabla}^{2}=\nabla^{2}+\nabla g \cdot Z+g \cdot \nabla Z+g \cdot Z \nabla+g \cdot Z g \cdot Z+g^{2} \cdot Z^{2}
$$

By the product rule, if $E$ can be written in this form, then so can $Z E$ and $\hat{\nabla} E$, and each monomial of $Z E$ or $\hat{\nabla} E$ is a monomial of $E$ or a monomial of $E$ with one additional letter.

If $E \notin\{\operatorname{id}, \hat{\nabla}\}$, then $E$ ends in either $Z, \hat{\nabla}^{2}$, or $Z \hat{\nabla}$. Since id and $\nabla$ are not monomials of $Z, \hat{\nabla}^{2}$, or $Z \hat{\nabla}$, they cannot be monomials of $E$.

By Lemma 3.12, if $k \leq 3$ and $C \in\{\nabla, Z\}^{k}$, then $\|C \gamma\|_{\infty} \lesssim A^{-1}$, and if $C \notin\{\mathrm{id}, \nabla\}$, then $\|C \alpha\|_{\infty} \lesssim A^{-1}$. If $E \in\{\hat{\nabla}, Z\}^{k}$ is as in (109), then

$$
\|E \gamma\|_{\infty} \lesssim \sum_{i}\left\|D_{i, 1}[A \gamma]\right\|_{\infty} \cdots\left\|D_{i, k_{i}}[A \gamma]\right\|_{\infty}\left\|C_{i} \gamma\right\|_{\infty} \lesssim A^{-1}
$$

Moreover, if $E \notin\{\operatorname{id}, \hat{\nabla}\}$, then $C \notin\{\operatorname{id}, \nabla\}$ for all $i$, so

$$
\|E \alpha\|_{\infty} \lesssim \sum_{i}\left\|D_{i, 1}[A \gamma]\right\|_{\infty} \cdots\left\|D_{i, k_{i}}[A \gamma]\right\|_{\infty}\left\|C_{i} \alpha\right\|_{\infty} \lesssim A^{-1}
$$

as well.
As a consequence, $Z a, b$, and $Z b$ are close to even. Recall that for a function $f: \mathbb{H} \rightarrow \mathbb{R}$, we define the even and odd parts of $f$ by

$$
f^{e}(v)=\frac{f(v)+f(\theta(v))}{2} \quad f^{\circ}(v)=\frac{f(v)-f(\theta(v))}{2}
$$

so that $f=f^{e}+f^{\circ}$. Furthermore, if $g: \mathbb{H} \rightarrow \mathbb{R}$, then

$$
\begin{align*}
& (f g)^{\mathrm{e}}=\left[\left(f^{\mathrm{e}}+f^{\circ}\right)\left(g^{\mathrm{e}}+g^{\circ}\right)\right]^{\mathrm{e}}=f^{\mathrm{e}} g^{\mathrm{e}}+f^{\circ} g^{\circ}  \tag{110}\\
& (f g)^{\circ}=f^{\mathrm{e}} g^{\circ}+f^{\circ} g^{\mathrm{e}} .
\end{align*}
$$

Lemma 11.5. Let $a$ be as above and let $m: \mathbb{H} \rightarrow \mathbb{R}$ be a smooth function that is constant on cosets of $\langle Y\rangle$. Let $v \in B(\mathbf{0}, \sqrt{\rho})$. Then

$$
|m(v)-m(\theta(v))| \lesssim\|v\|_{\text {Kor }}\left\|\nabla_{a} m\right\|_{\infty}+A^{-1}\|v\|_{\text {Kor }}\|Z m\|_{\infty} .
$$

If $\rho>A^{2}$ and $m=Z a, m=b$, or $m=Z b$, then for any $v \in \mathbb{H}$, we have $\left|m^{\mathrm{e}}(v)\right| \leq A^{-1}$ and

$$
\left|m^{\circ}(v)\right|=\frac{1}{2}|m(v)-m(\theta(v))| \lesssim A^{-2}\|v\|_{\text {Kor }} .
$$

Proof. Let $p=\Psi_{\alpha}(\mathbf{0})$ and let $\sigma=\nabla_{\alpha} \alpha(\mathbf{0})$. Let $W=X+\sigma Y$ and $P=$ $\langle W, Z\rangle$. We first bound the distance from $\Gamma_{a}$ to $P$. By Lemma 2.9 and Lemma 3.12, for $q \in \mathbb{H}$,

$$
|\alpha(q)-\alpha(\mathbf{0})-\sigma x(q)| \lesssim A^{-1} \rho^{-1} d_{\text {Kor }}(p, q)^{2} .
$$

Let $u \in B(\mathbf{0}, 3 \sqrt{\rho})$ and let $u^{\prime}=Y^{(\alpha+\tau \gamma)(\mathbf{0})} u$. Then
$d_{\text {Kor }}\left(p, u^{\prime}\right)=d_{\text {Kor }}\left(Y^{\alpha(\mathbf{0})}, Y^{(\alpha+\tau \gamma)(\mathbf{0})} u\right) \leq|\tau \gamma(\mathbf{0})|+\|u\|_{\text {Kor }} \lesssim A^{-1}+\sqrt{\rho} \lesssim \sqrt{\rho}$.
We have

$$
a(u)=\alpha\left(u^{\prime}\right)-\alpha(\mathbf{0})+\tau\left(\gamma\left(u^{\prime}\right)-\gamma(\mathbf{0})\right),
$$

so

$$
\begin{align*}
|a(u)-\sigma x(u)|=\mid \alpha\left(u^{\prime}\right)-\alpha(\mathbf{0}) & -\sigma x(u)|+2| \tau \mid\|\gamma\|_{\infty}  \tag{111}\\
& \lesssim A^{-1} \rho^{-1} d_{\mathrm{Kor}}\left(p, u^{\prime}\right)^{2}+A^{-1} \lesssim A^{-1} .
\end{align*}
$$

Recall that for all $q \in \mathbb{H}$, we have $\left(\nabla_{a}\right)_{q}=X_{q}+(y(q)-a(q)) Z_{q}$. If $u \in P$, then $y(u)=\sigma x(u)$, so

$$
W_{u}=\left(\nabla_{a}\right)_{u}-(\sigma x(u)-a(u)) Z_{u}+\sigma Y_{u}
$$

Let $m: \mathbb{H} \rightarrow \mathbb{R}$ be a smooth function which is constant on cosets of $\langle Y\rangle$. Then $Y m=0$, so for $u \in P$,

$$
W m(u)=\nabla_{a} m(u)-(\sigma x(u)-a(u)) Z m(u) .
$$

By (111),

$$
\begin{equation*}
|W m(u)| \lesssim\left\|\nabla_{a} m\right\|_{\infty}+A^{-1}\|Z m\|_{\infty} . \tag{112}
\end{equation*}
$$

Let $w, z$ be such that $\Pi_{P}(v)=W^{w} Z^{z}$; note that $|w| \leq\|v\|_{\text {Kor }} \leq \sqrt{\rho}$, so

$$
\left\|\Pi_{P}(v)\right\|_{\text {Kor }} \leq\|v\|_{\text {Kor }}+|y(v)-\sigma w| \leq 3 \sqrt{\rho} .
$$

Then, by the Mean Value Theorem and (112),

$$
\begin{aligned}
|m(v)-m(\theta(v))|=\mid m\left(W^{w} Z^{z}\right)-m & \left(W^{-w} Z^{z}\right) \mid \\
& \lesssim\|v\|_{\text {Kor }}\left(\left\|\nabla_{a} m\right\|_{\infty}+A^{-1}\|Z m\|_{\infty}\right)
\end{aligned}
$$

as desired.
Finally, if $m=Z a, m=b$, or $m=Z b$ and $\rho>A^{2}$ then $\|m\|_{\infty} \lesssim A^{-1}$ and $\left\|\nabla_{a} m\right\|_{\infty}+A^{-1}\|Z m\|_{\infty} \lesssim A^{-2}$. Therefore,

$$
|m(v)-m(\theta(v))| \lesssim A^{-2}\|v\|_{\text {Kor }}
$$

for all $v \in B(\mathbf{0}, A)$ and

$$
|m(v)-m(\theta(v))| \lesssim\|m\|_{\infty} \lesssim A^{-2}\|v\|_{\text {Kor }}
$$

for all $v \notin B(\mathbf{0}, A)$.
Finally, we bound functions of the form $N_{T}(v):=T(\bar{v})$ when $T$ is a homogeneous kernel.

Lemma 11.6. Let $v \in \mathbb{H}, v \neq \mathbf{0}$. Let $T$ be a smooth $k$-homogeneous kernel on $\mathbb{H}$. Then $\left|N_{T}(v)\right|{ }_{\nwarrow}\|v\|_{\text {Kor }}^{k}$ and

$$
\left|N_{T}(\theta(v))-(-1)^{k} N_{T}(v)\right| \lesssim_{T} A^{-1}\|v\|_{\text {Kor }}^{k+1} .
$$

Proof. Let $\lambda(v)=\nabla_{a} a(\mathbf{0}) \cdot x(v)$ be the function whose graph is the vertical plane tangent to $\Gamma_{a}$ at $\mathbf{0}$. By Lemma 11.4 and Lemma 2.9, $a(v)=\lambda(v)+$ $O\left(A^{-1}\|v\|_{\text {Kor }}^{2}\right)$, and $|a(v)+a(\theta(v))| \lesssim A^{-1}\|v\|_{\text {Kor }}^{2}$.

As in the proof of Lemma 5.2,

$$
\theta(\bar{v})=\overline{\theta(v)} Y^{-a(v)-a(\theta(v))},
$$

and any point $w$ on the segment from $\theta(\bar{v})$ to $\overline{\theta(v)}$ satisfies $\|w\|_{\text {Kor }} \approx\|v\|_{\text {Kor }}$. The mean value theorem and the $(k-1)$-homogeneity of $Y_{\mathrm{L}} T$ imply that

$$
\begin{aligned}
\left|N_{T}(\theta(v))-(-1)^{k} N_{T}(v)\right|=\mid & T(\overline{\theta(v)})-T(\theta(\bar{v})) \mid \\
& \lesssim T|a(v)+a(\theta(v))|\|v\|_{\text {Kor }}^{k-1} \lesssim A^{-1}\|v\|_{\text {Kor }}^{k+1},
\end{aligned}
$$

as desired.
Now we prove Lemma 11.2.
Proof of Lemma 11.2. As above, we let $a=a_{\tau}$ and $b=b_{\tau}$. Let

$$
\phi_{t}(w)=Y^{-t b(\mathbf{0})} \bar{w} Y^{t b(w)},
$$

so that $G_{\tau, R}^{\mathrm{lg}}(t)=\int_{A_{1, R}^{t}} \widehat{K}\left(\phi_{t}(w)\right) \mathrm{d} w$.
As in the proof of Lemma 7.2, we define $M_{r}(x)=\frac{1}{4} \sqrt{r^{4}-x^{4}}$ and

$$
\begin{aligned}
A_{r, R}(x, t)=\left[-M_{R}(x)-t b(\mathbf{0}) x,\right. & \left.M_{R}(x)-t b(\mathbf{0}) x\right] \\
& \backslash\left(-M_{r}(x)-t b(\mathbf{0}) x, M_{r}(x)-t b(\mathbf{0}) x\right)
\end{aligned}
$$

so that $A_{r, R}^{t}=\left\{(x, 0, z): z \in A_{r, R}(x, t)\right\}$ and

$$
G_{\tau, R}^{\mathrm{lg}}(t)=\int_{-R}^{R} \int_{A_{1, R}(x, 0, t)} \widehat{K}\left(\phi_{t}(x, 0, z)\right) \mathrm{d} z \mathrm{~d} x
$$

Taking the derivative with respect to $t$ gives

$$
\begin{aligned}
\left(G_{\tau, R}^{\mathrm{gg}}\right)^{\prime}(t)= & \int_{-R}^{R} \int_{A_{1, R}(x, t)} \partial_{t}\left[\widehat{K}\left(\phi_{t}(x, 0, z)\right)\right] \mathrm{d} z \mathrm{~d} x \\
& -\left.\int_{-R}^{R} b(\mathbf{0}) x \widehat{K}\left(\phi_{t}(x, 0, u)\right)\right|_{u=-M_{R}(x)-b(\mathbf{0}) t x} ^{M_{R}(x)-b(\mathbf{0}) t x} \mathrm{~d} x \\
& +\left.\int_{-1}^{1} b(\mathbf{0}) x \widehat{K}\left(\phi_{t}(x, 0, u)\right)\right|_{u=-M_{1}(x)-b(\mathbf{0}) t x} ^{M_{1}(x)-b(\mathbf{0}) t x} \mathrm{~d} x \\
= & J_{1}^{R}-J_{2}^{R}+J_{2}^{1},
\end{aligned}
$$

where $\left.f(u)\right|_{u=a} ^{b}$ or $[f(u)]_{u=a}^{b}$ denotes $f(b)-f(a)$. We have

$$
\begin{aligned}
& \left.\frac{\partial J_{1}^{R}}{\partial t}\right|_{t=0}=\int_{A_{1, R}} \partial_{t}^{2}\left[\widehat{K}\left(\phi_{t}(w)\right)\right]_{t=0} \mathrm{~d} w \\
& \quad-\left[\left.\int_{-r}^{r} b(\mathbf{0}) x \partial_{t}\left[\widehat{K}\left(\phi_{t}(x, 0, u)\right)\right]_{t=0}\right|_{u=-M_{r}(x)} ^{M_{r}(x)} \mathrm{d} x\right]_{r=1}^{R}=: I_{1}^{R}-I_{2}^{R}+I_{2}^{1} .
\end{aligned}
$$

By (105), if $w=(x, 0, M) \in V_{0}$, then

$$
\phi_{t}(x, 0, M-b(\mathbf{0}) t x)=\phi_{t}\left(w_{t}\right)=\Psi_{a_{\tau+t}}(w),
$$

so

$$
J_{2}^{r}=\left.\int_{-r}^{r} b(\mathbf{0}) x \widehat{K}\left(\Psi_{a_{\tau+t}}(x, 0, z)\right)\right|_{z=-M_{r}(x)} ^{M_{r}(x)} \mathrm{d} x,
$$

and

$$
\left.\frac{\partial J_{2}^{r}}{\partial t}\right|_{t=0}=\left.\int_{-r}^{r} b(\mathbf{0}) x \partial_{t}\left[\widehat{K}\left(\Psi_{a_{\tau+t}}(x, 0, z)\right)\right]_{t=0}\right|_{\mid=-M_{r}(x)} ^{M_{r}(x)} \mathrm{d} x=: I_{3}^{r}
$$

Then

$$
\left(G_{\tau, R}^{\mathrm{lg}}\right)^{\prime \prime}(0)=I_{1}^{R}-I_{2}^{R}+I_{2}^{1}+I_{3}^{R}-I_{3}^{1}
$$

To prove (106), it suffices to show that $\left|I_{j}^{R}-I_{j}^{R^{\prime}}\right| \lesssim A^{-3} R^{-1}$ for all $1 \leq R<$ $R^{\prime}$.

The following calculations will be helpful. Let $w \in V_{0}$. We have $\phi_{t}(w)=$ $Y^{-t b(\mathbf{0})} w Y^{a(w)+t b(w)}$ and $\phi_{0}(w)=\bar{w}$, so

$$
\begin{equation*}
\partial_{t}\left[\widehat{K}\left(\phi_{t}(w)\right)\right]=-b(\mathbf{0}) Y_{\mathrm{R}} \widehat{K}\left(\phi_{t}(w)\right)+b(w) Y_{\mathrm{L}} \widehat{K}\left(\phi_{t}(w)\right) \tag{113}
\end{equation*}
$$

Taking a second derivative gives

$$
\begin{align*}
\partial_{t}^{2}\left[\widehat{K}\left(\phi_{t}(w)\right)\right]_{t=0}=b(\mathbf{0})^{2} Y_{\mathrm{R}}^{2} \widehat{K}(\bar{w})-b(\mathbf{0}) b(w)\left(Y_{\mathrm{R}} Y_{\mathrm{L}}\right. & \left.+Y_{\mathrm{L}} Y_{\mathrm{R}}\right) \widehat{K}(\bar{w})  \tag{114}\\
& +b(w)^{2} Y_{\mathrm{L}}^{2} \widehat{K}(\bar{w}) .
\end{align*}
$$

By (105),

$$
a_{\tau+t}(w)=a\left(w_{t}\right)+t b\left(w_{t}\right)-t b(\mathbf{0})
$$

so

$$
\begin{equation*}
\partial_{t}\left[a_{\tau+t}(w)\right]=-b(\mathbf{0}) x \partial_{z}[a+t b]\left(w_{t}\right)+b\left(w_{t}\right)-b(\mathbf{0}) \tag{115}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{t}\left[\widehat{K}\left(\Psi_{a_{\tau+t}}(w)\right]\right]_{t=0}=Y_{\mathrm{L}} \widehat{K}(\bar{w})\left(b(w)-b(\mathbf{0})-b(\mathbf{0}) x \partial_{z} a(w)\right) . \tag{116}
\end{equation*}
$$

Bounding $I_{1}^{R}$ : By (114), we have that

$$
\begin{aligned}
I_{1}^{R}= & \int_{A_{1, R}} b(\mathbf{0})^{2} Y_{\mathrm{R}}^{2} \widehat{K}(\bar{w}) \mathrm{d} w+\int_{A_{1, R}} b(w)^{2} Y_{\mathrm{L}}^{2} \widehat{K}(\bar{w}) \mathrm{d} w \\
& -\int_{A_{1, R}} b(\mathbf{0}) b(w)\left(Y_{\mathrm{R}} Y_{\mathrm{L}}+Y_{\mathrm{L}} Y_{\mathrm{R}}\right) \widehat{K}(\bar{w}) \mathrm{d} w \\
= & \sum_{i} \int_{A_{1, R}} b_{i}(w) N_{T_{i}}(w) \mathrm{d} w
\end{aligned}
$$

where $b_{1}(w)=b(\mathbf{0})^{2}, b_{2}(w)=b(w)^{2}, b_{3}(w)=b(\mathbf{0}) b(w)$, and the $T_{i}$ 's are smooth ( -5 )-homogeneous kernels. By (110) and Lemma 11.5, for any $w \in \mathbb{H}$, we have

$$
\begin{aligned}
\left|b^{\mathrm{e}}(w)\right| \leq\|b\|_{\infty} \lesssim A^{-1} & \left|b^{\circ}(w)\right| \lesssim A^{-2}\|w\|_{\text {Kor }} \\
\left|b_{i}^{\mathrm{e}}(w)\right| \leq\|b\|_{\infty}^{2} \lesssim A^{-2} & \left|b_{i}^{\circ}(w)\right| \lesssim\|b\|_{\infty}\left|b^{\circ}(w)\right| \lesssim A^{-3}\|w\|_{\text {Kor }} .
\end{aligned}
$$

By Lemma 11.6,

$$
\left|N_{T_{i}}^{\mathrm{e}}(w)\right| \leq A^{-1}\|w\|_{\text {Kor }}^{-4} \quad\left|N_{T_{i}}^{\circ}(w)\right| \lesssim\|w\|_{\text {Kor }}^{-5}
$$

Therefore, by the symmetry of $A_{1, R}$ and Lemma 5.3,

$$
\begin{aligned}
&\left|I_{1, R}\right| \leq \sum_{i}\left|\int_{A_{1, R}}\left(b_{i} N_{T_{i}}\right)^{\mathrm{e}} \mathrm{~d} w\right|=\sum_{i}\left|\int_{A_{1, R}} b_{i}^{\mathrm{e}} N_{T_{i}}^{\mathrm{e}}+b_{i}^{\mathrm{o}} N_{T_{i}}^{\mathrm{o}} \mathrm{~d} w\right| \\
& \lesssim \int_{A_{1, R}} A^{-3}\|w\|_{\mathrm{Kor}}^{-4} \mathrm{~d} w \lesssim \int_{1}^{R} A^{-3} \kappa^{-2} \mathrm{~d} \kappa \lesssim A^{-3} R^{-1}
\end{aligned}
$$

Bounding $I_{2}^{r}$ : Let $w_{+}(x)=\left(x, 0, M_{r}(x)\right)$ and $w_{-}(x)=\left(x, 0, M_{r}(x)\right)$. By (113), we have $I_{2}^{r}=\int_{-r}^{r} h_{+}(x)-h_{-}(x) \mathrm{d} x$, where

$$
\begin{gathered}
h_{ \pm}(x)=b(\mathbf{0}) x\left(b N_{Y_{\mathrm{L}} \widehat{K}}-b(\mathbf{0}) N_{Y_{\mathrm{R}} \widehat{K}}\right)\left(w_{ \pm}(x)\right) \\
h_{ \pm}(x)=b(\mathbf{0}) x\left(b\left(w_{ \pm}(x)\right) N_{Y_{\mathrm{L}} \widehat{K}}\left(w_{ \pm}(x)\right)-b(\mathbf{0}) N_{Y_{\mathrm{R}} \widehat{K}}\left(w_{ \pm}(x)\right)\right)
\end{gathered}
$$

Let $h_{ \pm}^{\mathrm{e}}(x)=\frac{1}{2}\left(h_{ \pm}(x)+h_{ \pm}(-x)\right)$, so that $I_{2}^{r}=\int_{-r}^{r} h^{\mathrm{e}}(x) \mathrm{d} x$.
Since $\left\|w_{ \pm}(x)\right\|_{\text {Kor }}=r$,

$$
\begin{aligned}
\left|h_{ \pm}^{\mathrm{e}}(x)\right| & =\left|b(\mathbf{0}) x\left(b N_{Y_{\mathrm{L}} \widehat{K}}-b(\mathbf{0}) N_{Y_{\mathrm{R}} \widehat{K}}\right)^{\mathrm{o}}\left(w_{ \pm}(x)\right)\right| \\
& =\left|b(\mathbf{0}) x\left(b^{\mathrm{e}} N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{o}}+b^{\mathrm{o}} N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{e}}-b(\mathbf{0}) N_{Y_{\mathrm{R}} \widehat{K}}^{\mathrm{o}}\right)\left(w_{ \pm}(x)\right)\right| \\
& \lesssim A^{-1} r\left(A^{-1} \cdot A^{-1} r^{-3}+A^{-2} r \cdot r^{-4}+A^{-1} \cdot A^{-1} r^{-3}\right) \\
& \lesssim A^{-3} r^{-2}
\end{aligned}
$$

and $\left|I_{2}^{r}\right| \lesssim A^{-3} r^{-1}$.
Bounding $I_{3}^{r}$ : By (116), $I_{3}^{r}=\int_{-r}^{r} k_{+}(x)-k_{-}(x)+l_{+}(x)-l_{-}(x) \mathrm{d} x$, where

$$
\begin{aligned}
k_{ \pm}(x) & =b(\mathbf{0}) x N_{Y_{\mathrm{L}} \widehat{K}}\left(w_{ \pm}(x)\right)\left(b\left(w_{ \pm}(x)\right)-b(\mathbf{0})\right) \\
l_{ \pm}(x) & =b(\mathbf{0})^{2} x^{2} \partial_{z} a\left(w_{ \pm}(x)\right) N_{Y_{\llcorner } \widehat{K}}\left(w_{ \pm}(x)\right)
\end{aligned}
$$

Since $\left\|w_{ \pm}(x)\right\|_{\text {Kor }}=r \geq 1$ and $Y_{\mathrm{L}} \widehat{K}$ is $(-4)$-homogeneous,

$$
\left|l_{ \pm}(x)\right| \lesssim A^{-2} r^{2} A^{-1} r^{-4}=A^{-3} r^{-2}
$$

By Lemma 11.5, for any $w \in \mathbb{H}$, we have $\left|\left(\partial_{z} a\right)^{\mathrm{e}}(w)\right| \lesssim A^{-1}$ and $\left|\partial_{z} a^{\circ}(w)\right| \lesssim$ $A^{-2}\|w\|_{\text {Kor }}$. Therefore,

$$
k_{ \pm}^{\mathrm{e}}(x)=b(\mathbf{0}) x\left(N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{e}}\left(w_{ \pm}(x)\right) b^{\circ}\left(w_{ \pm}(x)\right)+N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{o}}\left(w_{ \pm}(x)\right)\left(b^{\mathrm{e}}\left(w_{ \pm}(x)\right)-b(\mathbf{0})\right)\right)
$$

and

$$
\left|k_{ \pm}^{\circ}(x)\right| \lesssim A^{-1} r \cdot r^{-4} \cdot A^{-2} r+A^{-1} r \cdot A^{-1} r^{-3} \cdot A^{-1} \lesssim A^{-3} r^{-2} .
$$

Therefore,

$$
\left|I_{3}^{r}\right|=\left|\int_{-r}^{r} k_{+}^{\mathrm{e}}(x)-k_{-}^{\mathrm{e}}(x)+l_{+}(x)-l_{-}(x) \mathrm{d} x\right| \lesssim A^{-3} r^{-1}
$$

Thus, for any $R^{\prime}>R \geq 1$, we have

$$
\begin{array}{r}
\left|\left(G_{\tau, R^{\prime}}^{\mathrm{lg}}\right)^{\prime \prime}(0)-\left(G_{\tau, R}^{\mathrm{lg}}\right)^{\prime \prime}(0)\right| \leq\left|I_{1}^{R^{\prime}}-I_{1}^{R}\right|+\left|I_{2}^{R^{\prime}}-I_{2}^{R}\right|+\left|I_{3}^{R^{\prime}}-I_{3}^{R}\right| \\
\lesssim A^{-3} R^{-1}
\end{array}
$$

This proves the lemma.
Proof of Lemma 11.3. Let $0<r<1$ and recall that

$$
G_{\tau, r}^{\mathrm{sm}}(t):=\int_{A_{r, 1}} \widehat{K}\left(\Psi_{a_{\tau+t}}(v)\right) \mathrm{d} v
$$

We claim that

$$
\left|\left(G_{\tau, r}^{\mathrm{sm}}\right)^{\prime \prime}(0)-\left(G_{\tau, r^{\prime}}^{\mathrm{sm}}\right)^{\prime \prime}(0)\right| \lesssim A^{-3} r
$$

for all $0<r^{\prime}<r<1$.
As above, we abbreviate $a=a_{\tau}$ and $b=b_{\tau}$. Recall that $a(\mathbf{0})=0$. For $v=(x, y, z)$, let

$$
q_{1}(v):=\partial_{t}\left[a_{\tau+t}(v)\right]_{t=0} \stackrel{(115)}{=}-b(\mathbf{0}) x \partial_{z} a(v)+b(v)-b(\mathbf{0})
$$

and

$$
q_{2}(v):=\partial_{t}^{2}\left[a_{\tau+t}(v)\right]_{t=0}=b(\mathbf{0})^{2} x^{2} \partial_{z}^{2} a(v)-2 b(\mathbf{0}) x \partial_{z} b(v)
$$

Then

$$
\begin{aligned}
\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} \widehat{K}\left(v Y^{a_{\tau+t}(v)}\right)\right|_{t=0} & =\left.\frac{\mathrm{d}}{\mathrm{~d} t} \partial_{t}\left[a_{\tau+t}(v)\right] Y_{\mathrm{L}} \widehat{K}\left(v Y^{a_{\tau+t}(v)}\right)\right|_{t=0} \\
& =\partial_{t}^{2}\left[a_{\tau+t}(v)\right]_{t=0} Y_{\mathrm{L}} \widehat{K}(\bar{v})+\left(\partial_{t}\left[a_{\tau+t}(v)\right]_{t=0}\right)^{2} Y_{\mathrm{L}}^{2} \widehat{K}(\bar{v})
\end{aligned}
$$

and

$$
\left(G_{\tau, r}^{\mathrm{sm}}\right)^{\prime \prime}(0)=\int_{A_{r, 1}} q_{2}(v) N_{Y_{\mathrm{L}} \widehat{K}}(v)+q_{1}^{2}(v) N_{Y_{\mathrm{L}}^{2} \widehat{K}}(v) \mathrm{d} v
$$

As above, we decompose these into odd and even terms. Let $b_{0}(v)=$ $b(v)-b(\mathbf{0})$ and let $\kappa=\|v\|_{\text {Kor }}$. By Lemma 11.4 and Lemma 2.9,
(117) $b_{0}(v)=x(v) \nabla_{a} b(\mathbf{0})+O\left(A^{-1} \kappa^{2}\right)=O\left(A^{-2} \kappa+A^{-1} \kappa^{2}\right)=O\left(A^{-1} \kappa\right)$,
so $\left|b_{0}^{\mathrm{e}}(v)\right| \lesssim A^{-1} \kappa^{2}$ and $\left|b_{0}^{\circ}(v)\right| \lesssim A^{-1} \kappa$. Therefore, by Lemma 11.5 ,

$$
\left|q_{1}^{\mathrm{e}}(v)\right| \leq b(\mathbf{0}) x\left|\partial_{z} a^{\mathrm{o}}(v)\right|+\left|b_{0}^{\mathrm{e}}(v)\right| \lesssim A^{-1} \kappa \cdot A^{-2} \kappa+A^{-1} \kappa^{2} \lesssim A^{-1} \kappa^{2}
$$

and

$$
\left|q_{1}^{\mathrm{O}}(v)\right| \leq b(\mathbf{0}) x\left|\partial_{z} a^{\mathrm{e}}(v)\right|+\left|b_{0}^{\circ}(v)\right| \lesssim A^{-1} \kappa \cdot A^{-1}+A^{-2} \kappa \lesssim A^{-2} \kappa
$$

Therefore, $\left|\left(q_{1}^{2}\right)^{\circ}(v)\right|=2\left|q_{1}^{\mathrm{e}}(v) q_{1}^{\mathrm{o}}(v)\right| \lesssim A^{-3} \kappa^{3}$ and

$$
\left|\left(q_{1}^{2}\right)^{\mathrm{e}}(v)\right|=\left|q_{1}^{\mathrm{e}}(v)^{2}+q_{1}^{\mathrm{o}}(v)^{2}\right| \lesssim A^{-2} \kappa^{2}
$$

For $q_{2}$, on one hand,

$$
\begin{array}{r}
\left|q_{2}(v)\right| \leq b(\mathbf{0})^{2} x^{2} \cdot\left\|\partial_{z}^{2} a\right\|_{\infty}+2|b(\mathbf{0}) x| \cdot\left\|\partial_{z} b\right\|_{\infty} \lesssim A^{-2} \kappa^{2} \cdot A^{-1}+A^{-1} \kappa \cdot A^{-1} \\
\lesssim A^{-2} \kappa
\end{array}
$$

so $\left|q_{2}^{\circ}(v)\right| \lesssim A^{-2} \kappa$. On the other hand, by Lemma 11.5,

$$
\left.\begin{array}{rl}
\left|q_{2}^{\mathrm{e}}(v)\right| \leq b(\mathbf{0})^{2} x^{2}\left\|\partial_{z}^{2} a\right\|_{\infty}+\mid 2 b & (\mathbf{0})
\end{array}\right) x\left(\partial_{z} b\right)^{\circ}(v) \mid, ~ \$ A^{-2} \kappa^{2} \cdot A^{-1}+A^{-1} \kappa \cdot A^{-2} \kappa \lesssim A^{-3} \kappa^{2} .
$$

Since $Y_{\mathrm{L}} \widehat{K}$ is $(-4)$-homogeneous and $Y_{\mathrm{L}}^{2} \widehat{K}$ is $(-5)$-homogeneous, we can use Lemma 11.6 to bound $N_{Y_{\mathrm{L}} \widehat{K}}$ and $N_{Y_{\mathrm{L}}^{2} \widehat{K}}$. Thus

$$
\begin{aligned}
\mid\left(G_{\tau, r}^{\mathrm{sm}}\right)^{\prime \prime}(0) & -\left(G_{\tau, r^{\prime}}^{\mathrm{sm}}\right)^{\prime \prime}(0)\left|=\left|\int_{A_{r^{\prime}, r}}\left(q_{2} N_{Y_{\mathrm{L}} \widehat{K}}\right)^{\mathrm{e}}+\left(q_{1}^{2} N_{Y_{\mathrm{L}}^{2} \widehat{K}}\right)^{\mathrm{e}} \mathrm{~d} v\right|\right. \\
& \leq\left|\int_{A_{r^{\prime}, r}} q_{2}^{\mathrm{e}} N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{e}}+q_{2}^{\mathrm{o}} N_{Y_{\mathrm{L}} \widehat{K}}^{\mathrm{o}}+\left(q_{1}^{2}\right)^{\mathrm{e}} N_{Y_{\mathrm{L}}^{2} \widehat{K}}^{\mathrm{e}}+\left(q_{1}^{2}\right)^{\mathrm{o}} N_{Y_{\mathrm{L}}^{2} \widehat{K}}^{\mathrm{o}} \mathrm{~d} v\right| \\
& \leq \int_{A_{r^{\prime}, r}} A^{-3} \kappa^{-2}+A^{-3} \kappa^{-2}+A^{-3} \kappa^{-2}+A^{-3} \kappa^{-2} \mathrm{~d} v \\
& \approx \int_{r^{\prime}}^{r} A^{-3} \kappa^{-2} \cdot \kappa^{2} \mathrm{~d} \kappa \leq A^{-3} r,
\end{aligned}
$$

where we used Lemma 5.3 to replace $\mathrm{d} v$ by $\kappa^{2} \mathrm{~d} \kappa$. This proves the lemma.

## 12. Proof of Theorem 1.1

In this section we will finally finish the proof of Theorem 1.1. First, recall that for any intrinsic Lipschitz function $\phi: \mathbb{H} \rightarrow \mathbb{R}$ and any function $g: \mathbb{H} \rightarrow \mathbb{R}$ which is constant on cosets of $\langle Y\rangle$, we have defined a parametric version of the Riesz transform by

$$
\operatorname{Rsz}_{\phi} g(p):=\tilde{T}_{\phi}^{\mathrm{R}} g(p)=\mathrm{pv} \cdot\left(\Psi_{\phi}(p)\right) \int_{\Psi_{\phi}(p) V_{0}} \widehat{\mathrm{R}}\left(\Psi_{\phi}(p)^{-1} \Psi_{\phi}(v)\right) g(v) \mathrm{d} v
$$

Note that when $\phi$ is smooth and bounded and $p \in \Gamma_{\phi}$, Proposition 5.1 implies that

$$
\mathrm{Rsz}_{\phi} g=T^{\mathrm{R}}\left[g \mathrm{~d} \eta_{\phi}\right]
$$

In order to bound the $L_{2}$ norm of Rsz on $\Gamma_{\phi_{A}}$ (where $\phi_{A}$ is as in Proposition 1.3) we will need the following lemma, which allows us to replace $\mathbf{1}$ by an $L_{2}$ function.

Lemma 12.1. Let $\phi$ satisfy the hypotheses of Proposition 5.1. Let $E \subset F$ be two bounded subsets of $V_{0}$ so that $d\left(E, F^{c}\right)>0$. Then there is a $C>0$ depending only on $\phi, E$, and $F$ such that for every $p \in \Psi_{\phi}(E)$, the principal value $\tilde{T}_{\phi} \mathbf{1}_{F\langle Y\rangle}(p)$ exists and satisfies

$$
\left|\tilde{T}_{\phi} \mathbf{1}_{F\langle Y\rangle}(p)-\tilde{T}_{\phi} \mathbf{1}(p)\right|<C
$$

Proof. Since we know $\tilde{T}_{\phi} \mathbf{1}(p)$ exists by Lemma 5.2, it suffices to show that there is a $C>0$ such that for all $p \in E, \tilde{T}_{\phi}\left[\mathbf{1}_{F\langle Y\rangle}-\mathbf{1}\right](p)$ exists and

$$
\left|\tilde{T}_{\phi}\left[\mathbf{1}-\mathbf{1}_{F\langle Y\rangle}\right](p)\right|=\left|\tilde{T}_{\phi} \mathbf{1}_{\mathbb{H} \backslash F\langle Y\rangle}(p)\right|<C
$$

Let $\chi=\mathbf{1}_{\mathbb{H} \backslash F\langle Y\rangle}$. By compactness and the boundedness of $F$, there is an $0<\epsilon<1$ such that for all $p \in E$ we have

$$
\Pi\left(B_{\epsilon}(p) \cap p V_{0}\right) \subset \Pi(F) \subset \Pi\left(B_{\epsilon^{-1}}(p) \cap p V_{0}\right)
$$

Therefore, for $r<\epsilon$ and $R>\epsilon^{-1}$, we have $\chi=0$ on $A_{r, \epsilon}(p)$ and $\chi=1$ on $A_{\epsilon^{-1}, R}(p)$, so

$$
\tilde{T}_{\phi}[\chi](p)=\lim _{\substack{r \rightarrow 0 \\ R \rightarrow \infty}} \tilde{T}_{\phi ; r, R}[\chi](p)=\tilde{T}_{\phi ; \epsilon, \epsilon^{-1}}[\chi](p)+\lim _{R \rightarrow \infty} \tilde{T}_{\phi ; \epsilon^{-1}, R}[\mathbf{1}](p)
$$

By Lemma 5.2, this limit exists and satisfies $\left|\tilde{T}_{\phi}[\chi](p)\right| \lesssim \log \epsilon+\epsilon$ for all $p \in E$. This proves the lemma.

Given a set $E \subseteq \mathbb{H}$, we define the $L_{2}$ norm $\|\cdot\|_{E}:=\|\cdot\|_{L_{2}\left(\left.\mu\right|_{E}\right)}$.
Let $W=[-1,2] \times\{0\} \times[-1,2] \subset V_{0}$ and let $\bar{W}=W\langle Y\rangle$. Then $U$ and $W$ satisfy Lemma 12.1 , so Proposition 1.3 implies that

$$
\begin{equation*}
\left\|\mathrm{Rsz}_{\phi_{A}} \mathbf{1}_{\bar{W}}\right\|_{U} \geq\left\|\mathrm{Rsz}_{\phi_{A}} \mathbf{1}\right\|_{U}-\left\|\operatorname{Rsz}_{\phi_{A}} \mathbf{1}-\operatorname{Rsz}_{\phi_{A}} \mathbf{1}_{\bar{W}}\right\|_{U} \geq c A-C \gtrsim A \tag{118}
\end{equation*}
$$

when $A$ is sufficiently large, and thus that

$$
\left\|\operatorname{Rsz}_{\phi_{A}} \mathbf{1}_{\bar{W}}\right\|_{L_{2}\left(\eta_{\phi_{A}}\right)} \geq\left\|\operatorname{Rsz}_{\phi_{A}} \mathbf{1}_{\bar{W}}\right\|_{U} \gtrsim A
$$

Since $\mathbf{1}_{\bar{W}} \in L_{2}\left(\eta_{\phi_{A}}\right)$, the operator norm of $\operatorname{Rsz}_{\phi_{A}}$ on $L_{2}\left(\eta_{\phi}\right)$ goes to infinity with $A$. By gluing together graphs with different values of $A$, we can construct a single intrinsic Lipschitz function $\phi$ such that $\mathrm{Rsz}_{\phi}$ is unbounded on $L_{2}\left(\eta_{\phi}\right)$.
Proof of Theorem 1.1. For $x \in V_{0}, r>0$, let $\tau_{x, r}: \mathbb{H} \rightarrow \mathbb{H}$ be the affine transform $\tau_{x, r}(v)=x s_{r}(v)$. Note that $\tau_{x, r}\left(V_{0}\right)=V_{0}$. Let $x_{1}, x_{2}, \cdots \in V_{0}$ and let $r_{1}, r_{2}, \cdots>0$ so that the subsets $W_{n}=\tau_{x_{n}, r_{n}}(W)$ are disjoint subsets of $W$. Let $U_{n}=\tau_{x_{n}, r_{n}}(U)$ and let $\bar{W}_{n}=W_{n}\langle Y\rangle$.

Let $\phi_{n}$ be as in Proposition 1.3 and let

$$
\hat{\phi}_{n}(u)=r_{n} \phi_{n}\left(\tau_{x_{n}, r_{n}}^{-1}(u)\right)
$$

so that $\Gamma_{\hat{\phi}_{n}}=\tau_{x_{n}, r_{n}}\left(\Gamma_{\phi_{n}}\right)$. Note that $\hat{\phi}_{n}(v)=0$ for $v \notin U_{n}\langle Y\rangle$. Let $f: V_{0} \rightarrow \mathbb{R}$ be the function

$$
f(v)= \begin{cases}\hat{\phi}_{n}(v) & v \in U_{n}\langle Y\rangle \\ 0 & \text { otherwise }\end{cases}
$$

Then $f$ is an intrinsic Lipschitz function supported in $\bar{W}$.
Since $\left.f\right|_{\bar{W}_{n}}=\left.\hat{\phi}_{n}\right|_{\bar{W}_{n}}$, we have $\operatorname{Rsz}_{f} \mathbf{1}_{\bar{W}_{n}}(v)=\operatorname{Rsz}_{\hat{\phi}_{n}} \mathbf{1}_{\bar{W}_{n}}(v)$ for all $v \in \bar{W}_{n}$. By the translation- and scale-invariance of the Riesz kernel, for all $v \in V_{0}$,

$$
\begin{equation*}
\operatorname{Rsz}_{\hat{\phi}_{n}} \mathbf{1}_{\bar{W}_{n}}(v)=\operatorname{Rsz}_{\phi_{n}} \mathbf{1}_{\bar{W}}\left(\tau_{x_{n}, r_{n}}^{-1}(v)\right) \tag{119}
\end{equation*}
$$

Since $\left(\tau_{x, r}\right)_{*}(\mu)=r_{n}^{-3} \mu$, this implies

$$
\begin{aligned}
\left\|\operatorname{Rsz}_{f} \mathbf{1}_{\bar{W}_{n}}(v)\right\|_{L_{2}\left(\eta_{f}\right)} & \geq\left\|\operatorname{Rsz}_{f} \mathbf{1}_{\bar{W}_{n}}(v)\right\|_{U_{n}}=r_{n}^{-\frac{3}{2}}\left\|\operatorname{Rsz}_{\phi_{n}} \mathbf{1}_{\bar{W}}(v)\right\|_{U} \\
& \stackrel{(118)}{ } r_{n}^{-\frac{3}{2}} n \approx n\left\|\mathbf{1}_{\bar{W}_{n}}(v)\right\|_{L_{2}\left(\eta_{f}\right)}
\end{aligned}
$$

for all sufficiently large $n$. Thus, $\mathrm{Rsz}_{f}$ is unbounded on $L_{2}\left(\eta_{f}\right)$.

Appendix A. Intrinsic Sobolev spaces and derivative bounds on $\Gamma_{f_{i}}$

In this section, we bound the derivatives of the functions constructed in Section 3. We first introduce some Sobolev spaces $W_{i, d}$ and $W_{i, d}^{\prime}$ that consist of functions on $\mathbb{H}$.

Recall that for vector fields $V_{1}, \ldots, V_{k}$, we let $\left\{V_{1}, \ldots, V_{k}\right\}^{l}$ denote the set of words of length $l$ and let $\left\{V_{1}, \ldots, V_{k}\right\}^{*}$ denote the set of words of any length. We let $\# V_{i}(D)$ denote the number of occurrences of $V_{i}$ in $D$. For $i \geq 0$, let $r_{i}=A^{-1} \rho^{-i}$, and let $f_{i}$ and $\eta_{i}$ be as in Section 3. Let $\partial_{i}=\nabla_{f_{i}}$ and let

$$
\begin{equation*}
\hat{Z}_{i}=r_{i}^{2} Z \quad \hat{\partial}_{i}=A r_{i} \partial_{i} \quad \hat{\nu}_{i}=A r_{i}^{-1} \nu_{i} \quad \hat{f}_{i}=A r_{i}^{-1} f_{i} . \tag{120}
\end{equation*}
$$

The first two scaling factors correspond to the width and height of the pseudoquads in the construction of $\nu_{i}$; the third and fourth normalize $\nu_{i}$ so that $\left\|\hat{\nu}_{i}\right\|_{\infty} \approx 1$.

For any smooth function $g: \mathbb{H} \rightarrow \mathbb{R}$ which is constant on cosets of $\langle Y\rangle$, let

$$
\|g\|_{W_{i, d}}=\max _{\substack{D \in\left\{\hat{\partial}_{i}, \hat{Z}\right\}^{*} \\ \ell(D) \leq d}}\|D g\|_{\infty}
$$

and

$$
\|g\|_{W_{i, d}^{\prime}}^{\prime}=\max _{\substack{D \in\left\{\hat{\partial}_{i}, \hat{Z}\right\}^{*} \\ \ell(D) \leq d \\ D \notin\left\{\mathrm{id}, \hat{\partial}_{i}\right\}}}\|D g\|_{\infty} .
$$

In this section, we will prove the following proposition, which is equivalent to Lemma 3.11.

Proposition A.1. For any $d>0$, if $\rho>1$ is sufficiently large, then for all i,

$$
\left\|\nu_{i}\right\|_{W_{i, d}} \lesssim_{d} A^{-1} r_{i}
$$

and

$$
\left\|f_{i}\right\|_{W_{i, d}^{\prime}} \lesssim_{d} A^{-1} \rho^{-1} r_{i} .
$$

Equivalently, $\left\|\hat{\nu}_{i}\right\|_{W_{i, d}} \lesssim_{d} 1$ and $\left\|\hat{f}_{i}\right\|_{W_{i, d}} \lesssim_{d} \rho^{-1}$.
The proof of Proposition A. 1 can be broken into two parts. In the first part, we bound $D \nu_{i}$ in the case that $D=\hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}$.

Lemma A.2. Given $d \geq 2$, there exists $\rho_{0}>0$ so that if $\rho \geq \rho_{0}$, then

$$
\begin{align*}
\left\|\hat{Z}_{i}^{k} \hat{f}_{i}\right\|_{\infty} & \leq 2 \rho^{-1} & & \forall i \geq 0,1 \leq k \leq d  \tag{121}\\
\left\|\hat{Z}_{i}^{k} \partial_{i}^{j} \hat{\nu}_{i}\right\|_{\infty} & \lesssim j 1 & & \forall i \geq 0,0 \leq j \leq d, 0 \leq k \leq d . \tag{122}
\end{align*}
$$

In the second part, we use Lemma A. 2 as part of an inductive argument. First, we bound $\hat{\nu}_{i}$ in terms of $\left\|\hat{f}_{i}\right\|_{W_{i, d}^{\prime}}$.

Lemma A.3. For any $d>0$, there is a $c_{1}>1$ such that for any $i \geq 0$, if $\rho>1$ is sufficiently large and $\left\|\hat{f}_{i}\right\|_{W_{i, d}^{\prime}}<1$, then

$$
\begin{equation*}
\left\|\hat{\nu}_{i}\right\|_{W_{i, d}} \leq c_{1} \tag{123}
\end{equation*}
$$

To bound $\left\|\hat{f}_{i+1}\right\|_{W_{i+1, d}^{\prime}}$, we compare $\|\cdot\|_{W_{i+1, d}^{\prime}}$ and $\|\cdot\|_{W_{i, d}}$.
Lemma A.4. For any $d>0$, if $\rho$ is sufficiently large, then for any $i$ and any $g \in W_{i, d}^{\prime}$,

$$
\begin{equation*}
\|g\|_{W_{i+1, d}^{\prime}} \lesssim_{d}\left(1+\left\|\hat{\nu}_{i}\right\|_{W_{i, d}}\right)^{d} \rho^{-2}\|g\|_{W_{i, d}^{\prime}} . \tag{124}
\end{equation*}
$$

In particular, if $\hat{\nu}_{i}$ satisfies (123), then there is a $c_{2}>0$ depending only on $d$ such that $\|g\|_{W_{i+1, d}^{\prime}} \leq c_{2} \rho^{-2}\|g\|_{W_{i, d}^{\prime}}$.

Given these lemmas, we prove Proposition A. 1 by induction on $i$.
Proof of Proposition A.1. Let $c_{1}>1$ and $c_{2}$ be as in Lemmas A. 3 and A.4. Let $c_{3}=2 c_{1} c_{2}$. We claim that if $\rho$ is sufficiently large, then $\left\|\hat{\nu}_{i}\right\|_{W_{i, d}} \leq c_{1}$ and $\left\|\hat{f}_{i}\right\|_{W_{i, d}} \leq c_{3} \rho^{-1}$ for all $i \geq 0$. We suppose that $\rho>c_{3}$ so that this bound implies $\left\|\hat{f}_{i}\right\|_{W_{i, d}^{\prime}}<1$.

We proceed by induction on $i$. When $i=0$, we have $f_{0}=0$, so $\left\|\hat{f}_{0}\right\|_{W_{0, d}^{\prime}}=$ 0 . Suppose that $i \geq 0$ and $\left\|\hat{f}_{i}\right\|_{W_{i, d}^{\prime}} \leq c_{3} \rho^{-1}<1$. Lemma A. 3 implies that $\left\|\hat{\nu}_{i}\right\|_{W_{i, d}} \leq c_{1}$. By Lemma A.4,

$$
\begin{aligned}
& \left\|\hat{f}_{i+1}\right\|_{W_{i+1, d}^{\prime}} \leq A r_{i+1}^{-1} c_{2} \rho^{-2}\left\|f_{i}+\nu_{i}\right\|_{W_{i, d}^{\prime}} \\
& \quad \leq c_{2} \rho^{-1}\left(\left\|\hat{f}_{i}\right\|_{W_{i, d}^{\prime}}+\left\|\hat{\nu}_{i}\right\|_{W_{i, d}}\right) \leq c_{2} c_{3} \rho^{-2}+c_{1} c_{2} \rho^{-1} \leq 2 c_{1} c_{2} \rho^{-1}
\end{aligned}
$$

That is, $\left\|\hat{f}_{i+1}\right\|_{W_{i+1, d}^{\prime}} \leq c_{3} \rho^{-1}$. By induction, $\left\|\hat{\nu}_{i}\right\|_{W_{i, d}} \leq c_{1}$ and $\left\|\hat{f}_{i}\right\|_{W_{i, d}^{\prime}} \leq$ $c_{3} \rho^{-1}$ for all $i \geq 0$.

In the following subsections, we will prove these lemmas.
A.1. Proof of Lemma A.2. Recall that in Section 3, we defined $\nu_{i}$ using maps $R_{i, j}:\left[0, A r_{i}\right] \times\left[0, r_{i}^{2}\right] \rightarrow Q_{i, j}$ for $j=1, \ldots, A^{-1} r_{i}^{-3}$ and a subset $J_{i} \subset$ $\left\{1, \ldots, A^{-1} r_{i}^{-3}\right\}$. For each $j \in J_{i}, Q_{i, j}$ is a pseudoquad for $\Gamma_{f_{i}}$ and $R_{i, j}$ is the parametrization of $Q_{i, j}$ that satisfies $\partial_{s}\left[R_{i, j}(s, t)\right]=\nabla_{f_{i}}$ and $\partial_{t}\left[R_{i, j}(0, t)\right]=$ $Z$. The $Q_{i, j}$ 's have disjoint interiors and their union is the unit square $U=[0,1] \times\{0\} \times[0,1]$.

We then define $\nu_{i}$ and $f_{i}$ by letting $\kappa:[0,1]^{2} \rightarrow \mathbb{R}$ be a bump function,

$$
\begin{equation*}
\kappa_{i, j}\left(R_{i, j}(s, t)\right)=A^{-1} r_{i} \kappa\left(A^{-1} r_{i} s, r_{i}^{-2} t\right), \tag{125}
\end{equation*}
$$

$\nu_{i}=\sum_{j \in J_{i}} \kappa_{i, j}$, and $f_{i+1}=f_{i}+\nu_{i}$. Let $S_{i}=\bigcup_{j \notin J_{i}} Q_{i, j}$, so that $\left.f_{i}\right|_{S_{i}}=$ $\left.f_{i+1}\right|_{S_{i}}$. Recall that $S_{0}=\emptyset$ and that $S_{i} \subset S_{i+1}$ for all $i$.

We prove Lemma A. 2 by induction on $i$. We will show that if (121) holds for some $i \geq 0$, then (122) holds for $i$ and (121) holds for $i+1$. Since $\nu_{i}=0$
and $f_{i+1}=f_{i}$ on $S_{i}$, it suffices to prove that (122) and (121) hold on $Q_{i, j}$ for all $j \in J_{i}$.

First, we restate (122) and (121) in terms of flow coordinates on $Q_{i, j}$. Let $j \in J_{i}$ and define coordinates $(s, t)$ on $Q_{i, j}$ by letting $(s(v), t(v))=R_{i, j}^{-1}(v)$ for all $v \in Q_{i, j}$. Then $\frac{\partial}{\partial s}=\nabla_{f_{i}}=\partial_{i}$ on $Q_{i, j}$. We define rescaled coordinate systems on $Q_{i, j}$ by $(\hat{s}, \hat{t})=\left(A^{-1} r_{i}^{-1} s, r_{i}^{-2} t\right)$ and $\left(\hat{x}_{i}, \hat{z}_{i}\right)=\left(A^{-1} r_{i}^{-1} x, r_{i}^{-2} z\right)$, so that $0 \leq \hat{s} \leq 1$ and $0 \leq \hat{t} \leq 1$ on $Q_{i, j}$. Let $\hat{f}_{i}=A r_{i}^{-1} f_{i}$ and $\hat{\nu}_{i}=A r_{i}^{-1} \nu_{i}$ as in (120). Let $\hat{S}:=\frac{\partial}{\partial \hat{s}}=\hat{\partial}_{i}$ and $\hat{T}:=\frac{\partial}{\partial \hat{t}}$. By (125), we have

$$
\hat{\nu}_{i}\left(R_{i, j}\left(A r_{i} \hat{s}, r_{i}^{2} \hat{t}\right)\right)=A r_{i}^{-1} \kappa_{i, j_{0}}\left(R_{i, j}(s, t)\right)=\kappa(\hat{s}, \hat{t})
$$

so $\left\|\hat{T}^{k} \hat{S}^{l} \hat{\nu}_{i}\right\|_{\infty}=\left\|\partial_{l k} \kappa\right\|_{\infty} \lesssim_{k, l} 1$, where $\partial_{l k} \kappa$ is the appropriate partial derivative of $\kappa$. With this notation, (122) and (121) can be stated as
$\left(\mathrm{F}_{i}\right) \quad\left\|\hat{Z}_{i}^{k} \hat{f}_{i}\right\|_{L_{\infty}\left(Q_{i, j}\right)} \leq 2 \rho^{-1} \quad$ for any $j \in J_{i}$ and $1 \leq k \leq d$, $\left(\mathrm{H}_{i}\right)$

$$
\left\|\hat{Z}_{i}^{k} \hat{S}^{m} \hat{\nu}_{i}\right\|_{L_{\infty}\left(Q_{i, j}\right)} \lesssim_{k, m} 1 \quad \text { for any } j \in J_{i}, 0 \leq k \leq d, \text { and } 0 \leq m \leq d
$$

To prove $\left(\mathrm{F}_{i}\right)$ and $\left(\mathrm{H}_{i}\right)$, we will need some bounds from [NY20]. The bounds in [NY20] apply to $\psi_{i}$ rather than $f_{i}$, but for each $v \in U$, there is an $i^{\prime} \leq i$ such that $f_{i}$ and $\psi_{i^{\prime}}$ agree on a neighborhood of $v$. Therefore, by Lemma 3.10 of [NY20],

$$
\left\|\frac{\partial f_{i}}{\partial z}\right\|_{\infty} \leq \max _{i^{\prime} \leq i}\left\|\frac{\partial \psi_{i^{\prime}}}{\partial z}\right\|_{\infty} \leq \max _{i^{\prime} \leq i} 2 \rho^{i^{\prime}-1} \leq 2 \rho^{i-1}
$$

and

$$
\begin{equation*}
\frac{\partial \hat{z}_{i}}{\partial \hat{t}}=\left(\frac{\partial \hat{t}}{\partial \hat{z}_{i}}\right)^{-1}=\frac{\partial z}{\partial t} \in\left[\frac{3}{4}, \frac{4}{3}\right] \tag{126}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left\|\hat{Z}_{i} \hat{f}_{i}\right\|_{\infty}=\frac{A r_{i}^{-1}}{r_{i}^{-2}}\left\|\frac{\partial f_{i}}{\partial z}\right\|_{\infty} \leq 2 r_{i} A \rho^{i-1}=2 \rho^{-1} \tag{127}
\end{equation*}
$$

Suppose by induction on $i$ that $\left(\mathrm{F}_{i}\right)$ holds for some $i \geq 0$. Note that $f_{0}=0$, so $\left(\mathrm{F}_{0}\right)$ holds. For $i \geq 0$ and $1 \leq d_{0} \leq d$, let $\left(\mathrm{P}_{i, d_{0}}\right)$ be the statement

$$
\begin{equation*}
\left\|\frac{\partial^{k} \hat{z}_{i}}{\partial \hat{t}^{k}}\right\|_{\infty} \lesssim \rho^{-1} \text { for } 2 \leq k \leq d_{0} \tag{0}
\end{equation*}
$$

We will show that $\left(\mathrm{F}_{i}\right)$ implies $\left(\mathrm{P}_{i, d}\right)$ and use $\left(\mathrm{P}_{i, d}\right)$ to prove $\left(\mathrm{H}_{i}\right)$ and $\left(\mathrm{F}_{i+1}\right)$. We must be careful to ensure that the implicit constants in $\left(\mathrm{P}_{i, d}\right)$ and $\left(\mathrm{H}_{i}\right)$ are independent of $i$.

Suppose that $\left(\mathrm{P}_{i, d_{0}}\right)$ holds for some $1 \leq d_{0}<d$; note that $\left(\mathrm{P}_{i, 1}\right)$ is vacuous. In [NY20, Lemma 3.10], it was calculated that

$$
\begin{equation*}
\frac{\partial z}{\partial t}=\exp \left(-\int_{0}^{s} \frac{\partial f_{i}}{\partial z}\left(R_{i, j}(\sigma, t)\right) \mathrm{d} \sigma\right) \tag{128}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} z}{\partial t^{2}}=-\frac{\partial z}{\partial t} \int_{0}^{s} \frac{\partial}{\partial t}\left[\frac{\partial f_{i}}{\partial z_{i}}\right] \mathrm{d} \sigma, \tag{129}
\end{equation*}
$$

where the integrand is evaluated at $R_{i, j}(\sigma, t)$. Thus

$$
\begin{equation*}
\frac{\partial^{2} \hat{z}_{i}}{\partial \hat{t}^{2}}=-r_{i}^{2} \frac{\partial \hat{z}_{i}}{\partial \hat{t}} \int_{0}^{\hat{s}} r_{i}^{-2} \frac{\partial}{\partial \hat{t}}\left[\frac{A^{-1} r_{i}}{r_{i}^{2}} \frac{\partial \hat{f}_{i}}{\partial \hat{z}_{i}}\right] A r_{i} \mathrm{~d} \hat{\sigma}=-\frac{\partial \hat{z}_{i}}{\partial \hat{t}} \int_{0}^{\hat{s}} \frac{\partial}{\partial \hat{t}}\left[\frac{\partial \hat{f}_{i}}{\partial \hat{z}_{i}}\right] \mathrm{d} \hat{\sigma}, \tag{130}
\end{equation*}
$$

where the integrand is evaluated at $R_{i, j}\left(A r_{i} \hat{\sigma}, t\right)$. By the product rule, for $k \geq 2$,

$$
\begin{equation*}
\frac{\partial^{k} \hat{z}_{i}}{\partial \hat{t}^{k}}=-\sum_{j=1}^{k-1}\binom{k-2}{j-1} \frac{\partial^{j} \hat{z}_{i}}{\partial \hat{t}^{j}} \int_{0}^{\hat{s}} \frac{\partial^{k-j}}{\partial \hat{t}^{k-j}}\left[\frac{\partial \hat{f}_{i}}{\partial \hat{z}_{i}}\right] \mathrm{d} \hat{\sigma} . \tag{131}
\end{equation*}
$$

Since $\frac{\partial}{\partial \hat{t}}=\frac{\partial \hat{z}_{i}}{\partial t} \frac{\partial}{\partial \hat{z}_{i}}$, an inductive argument (or the Faà di Bruno formula) shows that there are constants $c_{\mathbf{a}, n}$ such that

$$
\frac{\partial^{n}}{\partial \hat{t}^{n}}=\left(\frac{\partial \hat{z}_{i}}{\partial \hat{t}}\right)^{n} \frac{\partial^{n}}{\partial \hat{z}_{i}^{n}}+\sum_{j=1}^{n-1} \sum_{\substack{\mathbf{a} \in \mathbb{N}^{j},\|a\|_{1}=n}} c_{\mathbf{a}, n}\left(\prod_{\ell=1}^{j} \frac{\partial^{a_{\ell}} \hat{z}_{i}}{\partial \hat{t}^{a_{\ell}}}\right) \frac{\partial^{j}}{\partial \hat{z}_{i}^{j}} .
$$

Suppose that $n \leq d_{0}$. By $\left(\mathrm{P}_{i, d_{0}}\right)$ and (126), $\frac{\partial^{m} \hat{\bar{z}}_{i}}{\partial \hat{t}^{m}} \lesssim 1$ if $m=1$ and $\frac{\partial^{m} \hat{z}_{i}}{\partial \hat{t}^{m}} \lesssim$ $\rho^{-1}$ if $2 \leq m \leq d_{0}$. For each a in the sum, the coefficients of a are between 1 and $d_{0}$, and not all of them are 1. Therefore, $\prod_{\ell=1}^{j} \frac{\partial^{a} \ell}{\partial \hat{t}_{i} \hat{\epsilon}_{\ell}} \lesssim d_{0} \rho^{-1}$, and

$$
\begin{equation*}
\frac{\partial^{n}}{\partial \hat{t}^{n}}=\left(\frac{\partial \hat{z}_{i}}{\partial \hat{t}}\right)^{n} \frac{\partial^{n}}{\partial \hat{z}_{i}^{n}}+\sum_{j=1}^{n-1} O_{d_{0}}\left(\rho^{-1}\right) \frac{\partial^{j}}{\partial \hat{z}_{i}^{j}} . \tag{132}
\end{equation*}
$$

We apply this to (131). By $\left(\mathrm{F}_{i}\right)$, when $1 \leq n \leq d_{0}$,

$$
\begin{equation*}
\left|\frac{\partial^{n}}{\partial \hat{t}^{n}}\left[\frac{\partial \hat{f}_{i}}{\partial \hat{z}_{i}}\right]\right| \leq\left|\left(\frac{\partial \hat{z}_{i}}{\partial \hat{t}}\right)^{n} \frac{\partial^{n+1} \hat{f}_{i}}{\partial \hat{z}_{i}^{n+1}}\right|+\sum_{j=1}^{n-1} O_{d_{0}}\left(\rho^{-1}\right)\left|\frac{\partial^{j+1} \hat{f}_{i}}{\partial \hat{z}_{i}^{j+1}}\right| \lesssim d_{0} \rho^{-1} . \tag{133}
\end{equation*}
$$

By $\left(\mathrm{P}_{i, d_{0}}\right),(131)$, and (133),

$$
\left|\frac{\partial^{d_{0}+1} \hat{z}_{i}}{\partial \hat{t}^{d_{0}+1}}\right| \lesssim d_{0} \sum_{j=1}^{d_{0}}\left|\frac{\partial^{j} \hat{z}_{i}}{\partial \hat{t}^{j}}\right| \int_{0}^{\hat{s}}\left|\frac{\partial^{d_{0}+1-j}}{\partial \hat{t}^{d_{0}+1-j}}\left[\frac{\partial \hat{f}_{i}}{\partial \hat{z}_{i}}\right]\right| \mathrm{d} \hat{\sigma} \lesssim_{d_{0}} \sum_{j=1}^{d_{0}}|\hat{s}| \rho^{-1} \lesssim_{d_{0}} \rho^{-1} .
$$

That is, $\left(\mathrm{F}_{i}\right)$ and $\left(\mathrm{P}_{i, d_{0}}\right)$ imply ( $\mathrm{P}_{i, d_{0}+1}$ ). By induction, this implies $\left(\mathrm{P}_{i, d}\right)$. Furthermore, the implicit constant in ( $\mathrm{P}_{i, d_{0}+1}$ ) depends only on $d$ and the implicit constant in $\left(\mathrm{P}_{i, d_{0}}\right)$, so the implicit constant in ( $\mathrm{P}_{i, d}$ ) depends only on $d$.

Consequently, (132) holds for all $1 \leq n \leq d$. Solving the resulting system of equations for $\frac{\partial^{n}}{\partial \bar{z}_{i}^{n}}$, we obtain

$$
\frac{\partial^{n}}{\partial \hat{z}_{i}^{n}}=\left(\frac{\partial \hat{t}}{\partial \hat{z}_{i}}\right)^{n} \frac{\partial^{n}}{\partial \hat{t}^{n}}+\sum_{\ell=1}^{n-1} O_{d}\left(\rho^{-1}\right) \frac{\partial^{\ell}}{\partial \hat{t}^{\ell}}
$$

In particular, for $m, k \in\{1, \ldots, d\}$,

$$
\begin{aligned}
\left|\hat{Z}_{i}^{k} \hat{S}^{m} \hat{\nu}_{i}\right| \leq\left|\left(\frac{\partial \hat{t}}{\partial \hat{z}_{i}}\right)^{k} \hat{T}^{k} \hat{S}^{m} \hat{\nu}_{i}\right| & +\sum_{\ell=1}^{k-1} O_{d}\left(\rho^{-1}\right)\left|\hat{T}^{\ell} \hat{S}^{m} \hat{\nu}_{i}\right| \\
& \lesssim d\left\|\frac{\partial \hat{t}}{\partial \hat{z}_{i}}\right\|_{\infty}^{k}\left\|\partial_{m k} \kappa\right\|_{\infty}+\sum_{\ell=1}^{k-1} \rho^{-1}\left\|\partial_{m \ell} \kappa\right\|_{\infty} \lesssim_{d} 1
\end{aligned}
$$

This proves $\left(\mathrm{H}_{i}\right)$, with implicit constant depending only on $d$.
It remains to prove $\left(\mathrm{F}_{i+1}\right)$. Suppose that $\rho>2$. By (127), we have $\left\|\hat{Z}_{i+1} \hat{f}_{i+1}\right\|_{\infty} \leq 2 \rho^{-1}$. Since

$$
\hat{f}_{i+1}=A r_{i+1}^{-1} \sum_{j=0}^{i} \nu_{j}=A r_{i+1}^{-1} \sum_{j=0}^{i} A^{-1} r_{j} \hat{\nu}_{j}=\sum_{j=0}^{i} \rho^{i+1-j} \hat{\nu}_{j}=\sum_{m=1}^{i+1} \rho^{m} \hat{\nu}_{i+1-m}
$$

and $\hat{Z}_{i+1}=\rho^{-2 m} \hat{Z}_{i+1-m}$, for $2 \leq k \leq d$,

$$
\begin{aligned}
&\left\|\hat{Z}_{i+1}^{k} \hat{f}_{i+1}\right\|_{\infty} \leq \sum_{m=1}^{i+1}\left\|\rho^{-2 k m} \hat{Z}_{i+1-m}^{k}\left[\rho^{m} \hat{\nu}_{i+1-m}\right]\right\|_{\infty} \\
& \lesssim d \sum_{m=1}^{i+1} \rho^{(1-2 k) m} \leq 2 \rho^{1-2 k} .
\end{aligned}
$$

That is, there is a $c>0$ depending only on $d$ such that $\left\|\hat{Z}_{i+1}^{k} \hat{f}_{i+1}\right\|_{\infty} \leq c \rho^{-3}$. We take $\rho>\sqrt{c}$, so that $\left\|\hat{Z}_{i+1}^{k} \hat{f}_{i+1}\right\|_{\infty} \leq c \rho^{-3} \leq 2 \rho^{-1}$ for all $2 \leq k \leq d$. This proves $\left(\mathrm{F}_{i+1}\right)$. By induction, $\left(\mathrm{F}_{i}\right)$ and $\left(\mathrm{H}_{i}\right)$ hold for all $i$.
A.2. Proof of Lemmas A. 3 and A.4. First, we prove Lemma A. 3 by rewriting words $D \in\left\{\hat{\partial}_{i}, \hat{Z}_{i}\right\}$ as sums of operators of the form $\hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}$.
Lemma A.5. Let $d>0$. Suppose that $\left\|f_{i}\right\|_{W_{i, d}^{\prime}}<A^{-1} r_{i}$.
For any $0 \leq l<d$, there is a $c_{l}>0$ such that any word $D \in\left\{\hat{\partial}_{i}, \hat{Z}_{i}\right\}^{l}$ can be written as

$$
\begin{equation*}
D=\sum_{j+k \leq l} g_{j, k}(D) \hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}, \tag{134}
\end{equation*}
$$

where for all $j$ and $k, g_{j, k}(D)$ is smooth and $\left\|g_{j, k}(D)\right\|_{W_{i, d-l}} \leq c_{l}$.
We call the right side of (134) the standard form of $D$ and we call the $g_{j, k}(D)$ 's the coefficients of $D$.

The following lemma will be helpful in proving Lemma A.5. Let $\|\cdot\|_{K \rightarrow K^{\prime}}$ denote the operator norm with respect to the norms $K$ and $K^{\prime}$.

Lemma A.6. For any $d \geq 0,\left\|\hat{Z}_{i}\right\|_{W_{i, d}^{\prime} \rightarrow W_{i, d-1}} \leq 1$ and $\left\|\hat{\partial}_{i}\right\|_{W_{i, d} \rightarrow W_{i, d-1}} \leq 1$. For $g, h \in W_{i, d},\|g h\|_{W_{i, d}} \lesssim_{d}\|g\|_{W_{i, d}}\|h\|_{W_{i, d}}$.

Proof. The operator bounds on $\hat{Z}_{i}$ and $\hat{\partial}_{i}$ follow from the definitions of $W_{i, d}$ and $W_{i, d}^{\prime}$. Let $D \in\left\{\hat{Z}_{i}, \hat{\partial}_{i}\right\}^{l}$ with $0 \leq l \leq d$ and suppose that $D=D_{1} \cdots D_{l}$ where $D_{i} \in\left\{\hat{Z}_{i}, \hat{\partial}_{i}\right\}$. Given a subset $A \subseteq\{1, \ldots, l\}$, we let

$$
D_{A}=D_{i_{1}} \cdots D_{i_{j}}
$$

where $i_{1}<\ldots<i_{j}$ are the elements of $A$. By the product rule,

$$
\|D(g h)\|_{\infty}=\left\|\sum_{A \subseteq\{1, \ldots, l\}} D_{A}(g) D_{A^{c}}(h)\right\|_{\infty} \leq 2^{d}\|g\|_{W_{i, d}}\|h\|_{W_{i, d}} .
$$

We prove Lemma A. 5 by induction on $l$.
Proof of Lemma A.5. If $l=0$, then $D=\mathrm{id}$, so we can take $g_{0,0}(D)=1$ and $c_{l}=1$. Let $0 \leq l<d$ and suppose that the lemma holds for words of length $l$. Let $D \in\left\{\hat{\partial}_{i}, \hat{Z}_{i}\right\}^{l+1}$. Then $D=\delta D_{0}$ for some $\delta \in\left\{\hat{\partial}_{i}, \hat{Z}_{i}\right\}$ and $D_{0} \in\left\{\hat{\partial}_{i}, \hat{Z}_{i}\right\}^{l}$, and there are coefficients $g_{j, k}=g_{j, k}\left(D_{0}\right): \mathbb{H} \rightarrow \mathbb{R}$ such that

$$
D_{0}=\sum_{j+k \leq l} g_{j, k} \hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}
$$

where $\left\|g_{j, k}\right\|_{W_{i, d-l}} \leq c_{l}$ for all $j$ and $k$.
First, we consider the case that $\delta=\hat{Z}_{i}$. Then

$$
\begin{equation*}
D=\hat{Z}_{i} D_{0}=\sum_{j+k \leq l} \hat{Z}_{i} g_{j, k} \cdot \hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}+\sum_{j+k \leq l} g_{j, k} \hat{Z}_{i}^{k+1} \hat{\partial}_{i}^{j} \tag{135}
\end{equation*}
$$

This sum is in standard form, and by Lemma A.6,

$$
\left\|\hat{Z}_{i} g_{j, k}\right\|_{W_{i, d-l-1}} \leq\left\|g_{j, k}\right\|_{W_{i, d-l}} \leq c_{l} .
$$

Moreover, $\left\|g_{j, k}\right\|_{W_{i, d-l-1}} \leq\left\|g_{j, k}\right\|_{W_{i, d-l}} \leq c_{l}$. Thus, the lemma holds for words of length $l+1$ that start with $\hat{Z}_{i}$.

Second, we consider the case that $D=\hat{\partial}_{i} D_{0}$. We have

$$
\begin{equation*}
D=\hat{\partial}_{i} D_{0}=\sum_{j+k \leq l} \hat{\partial}_{i} g_{j, k} \cdot \hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}+\sum_{j+k \leq l} g_{j, k} \hat{\partial}_{i} \hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}=: \mathrm{I}+\mathrm{II} . \tag{136}
\end{equation*}
$$

Then I is already in standard form, and its coefficients satisfy

$$
\left\|\hat{\partial}_{i} g_{j, k}\right\|_{W_{i, d-l-1}} \leq\left\|g_{j, k}\right\|_{W_{i, d-l}} \leq c_{l} .
$$

To write II in standard form, we use the identity
$\hat{\partial}_{i} \hat{Z}_{i}-\hat{Z}_{i} \hat{\partial}_{i}=A r_{i}^{3}\left[\partial_{i}, Z\right]=A r_{i}^{3}\left[X+\left(y-f_{i}\right) Z, Z\right]=A r_{i}^{3} Z f_{i} \cdot Z=\hat{Z}_{i} \hat{f}_{i} \cdot \hat{Z}_{i}$.

Since $\left\|f_{i}\right\|_{W_{i, d}^{\prime}} \leq A^{-1} r_{i}$,

$$
\begin{equation*}
\left\|\hat{Z}_{i} \hat{f}_{i}\right\|_{W_{i, d-1}} \leq\left\|\hat{f}_{i}\right\|_{W_{i, d}^{\prime}} \leq A r_{i}^{-1}\left\|f_{i}\right\|_{W_{i, d}^{\prime}} \leq 1 \tag{137}
\end{equation*}
$$

Suppose that $E=g_{j, k} \cdot \hat{\partial}_{i} \hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}$ is a summand of II. If $k=0$, there is nothing to do. Otherwise, if $k>0$, then

$$
E=g_{j, k} \cdot \hat{Z}_{i} \hat{\partial}_{i} \hat{Z}_{i}^{k-1} \hat{\partial}_{i}^{j}+g_{j, k} \cdot \hat{Z}_{i} \hat{f}_{i} \cdot \hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}
$$

The first term is a multiple of a word of length at most $l+1$ that starts with $\hat{Z}_{i}$. By the argument above it can be written in standard form, and by Lemma A.6, the norms of its coefficients are bounded by a function of $c_{l}$. The second term is already in standard form, and by Lemma A. 6 and (137), its coefficient $g_{j, k} \cdot \hat{Z}_{i} \hat{f}_{i}$ is bounded by a function of $c_{l}$.

Thus, II can be written as a sum of terms in standard form. The coefficients of each term are bounded by a function of $c_{l}$ and there are at most $(l+1)^{2}$ terms, so $D=\mathrm{I}+\mathrm{II}$ can be written in standard form, with coefficients bounded by some $c_{l+1}$ that depends only on $l$.

Lemma A. 3 follows directly.
Proof of Lemma A.3. Let $D \in\left\{\hat{Z}_{i}, \hat{\partial}_{i}\right\}^{l}$ for $l \leq d$. By Lemma A.5, we can write $D$ in standard form as

$$
D=\sum_{j+k \leq l} g_{j, k} \hat{Z}_{i}^{k} \hat{\partial}_{i}^{j}
$$

where $\left\|g_{j, k}\right\|_{\infty} \lesssim d$. Then, by Lemma A.2,

$$
\begin{aligned}
\left\|D \nu_{i}\right\|_{\infty}=\left\|\sum_{j+k \leq l} g_{j, k} \hat{Z}_{i}^{k} \hat{\partial}_{i}^{j} \nu_{i}\right\|_{\infty} & \leq \sum_{j+k \leq l}\left\|g_{j, k}\right\|_{\infty}\left\|\hat{Z}_{i}^{k} \hat{\partial}_{i}^{j} \nu_{i}\right\|_{\infty} \\
& \stackrel{(122)}{\lesssim d} \sum_{j+k \leq l} A^{-i} r_{i} \lesssim_{d} A^{-1} r_{i} .
\end{aligned}
$$

Finally, we prove Lemma A.4.
Proof of Lemma A.4. Note that

$$
\begin{equation*}
\hat{Z}_{i+1}=r_{i+1}^{2} Z=\rho^{-2} r_{i}^{2} Z=\rho^{-2} \hat{Z}_{i} \tag{138}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\partial}_{i+1}=A r_{i+1} \partial_{i+1}=\rho^{-1} A r_{i}\left(\partial_{i}-\nu_{i} Z\right)=\rho^{-1}\left(\hat{\partial}_{i}-\hat{\nu}_{i} \hat{Z}_{i}\right) \tag{139}
\end{equation*}
$$

Let $0 \leq l \leq d$ and let $D \in\left\{\hat{\partial}_{i+1}, \hat{Z}_{i+1}\right\}^{l}$ be a word of length $l$ such that $D \notin\left\{\operatorname{id}, \hat{\partial}_{i+1}\right\}$. Let $n=2 \# \hat{Z}_{i+1}(D)+\# \hat{\partial}_{i+1}(D)$ and note that $n \geq 2$. We replace $\hat{Z}_{i+1}$ by $\rho^{-2} \hat{Z}_{i}$ and $\hat{\partial}_{i+1}$ by $\rho^{-1}\left(\hat{\partial}_{i}-\hat{\nu}_{i} \hat{Z}_{i}\right)$ and distribute to get an expression $D=\rho^{-n} \sum_{j=1}^{m} \pm D_{j}$, where $D_{j} \in\left\{\hat{\partial}_{i}, \hat{\nu}_{i}, \hat{Z}_{i}\right\}^{*}$ for each $j=1, \ldots, m$ and $m \leq 2^{l}$. Furthermore, $l \leq \ell\left(D_{j}\right) \leq 2 l$ for all $j$.

If $\ell(D)=1$, then $D=\hat{Z}_{i+1}$, so $m=1$ and $D_{1}=\hat{Z}_{i}$. Otherwise, $\ell(D) \geq 2$ and $\ell\left(D_{j}\right) \geq 2$. Since every $\hat{\nu}_{i}$ in $D_{j}$ is followed by $\hat{Z}_{i}$, if $D_{j}$ ends in $\hat{\partial}_{i}$, then the previous letter is either $\hat{\partial}_{i}$ or $\hat{Z}_{i}$. That is, we can write $D_{j}=D_{j}^{\prime} E_{j}$, where $E_{j}=\hat{Z}_{i}, E_{j}=\hat{\partial}_{i}^{2}$, or $E_{j}=\hat{Z}_{i} \hat{\partial}_{i}$.

Since $E_{j} \notin\left\{\mathrm{id}, \hat{\partial}_{i}\right\}$, we have $\left\|E_{j}\right\|_{W_{i, d}^{\prime} \rightarrow W_{i, d-\ell\left(E_{j}\right)}} \leq 1$. By Lemma A.6, for any $0 \leq k \leq d$, we have $\left\|\hat{\partial}_{i}\right\|_{W_{i, k} \rightarrow W_{i, k-1}} \leq 1,\left\|\hat{Z}_{i}\right\|_{W_{i, k} \rightarrow W_{i, k-1}} \leq 1$, and $\left\|\hat{\nu}_{i}\right\|_{W_{i, k} \rightarrow W_{i, k}} \lesssim_{d}\left\|\hat{\nu}_{i}\right\|_{W_{i, d}}$. Let $L \lesssim_{d} 1+\left\|\hat{\nu}_{i}\right\|_{W_{i, d}}$ be such that each letter of $D_{j}$ has operator norm at most $L$. Then

$$
\left\|D_{j}\right\|_{W_{i, d}^{\prime} \rightarrow L_{\infty}} \leq\left\|E_{j}\right\|_{W_{i, d}^{\prime} \rightarrow W_{i, d-\ell\left(E_{j}\right)}}\left\|D_{j}\right\|_{W_{i, d-\ell\left(E_{j}\right)} \rightarrow W_{i, d-l}} \lesssim_{d} L^{d} .
$$

Therefore,

$$
\|D g\|_{\infty} \leq \rho^{-n} \sum_{j=1}^{m}\left\|D_{j}\right\|_{W_{i, d}^{\prime} \rightarrow L_{\infty}}\|g\|_{W_{i, d}^{\prime}} \lesssim \rho^{-2} L^{d}\|g\|_{W_{i, d}^{\prime}}
$$

Since this holds for all $D \in\left\{\hat{\partial}_{i+1}, \hat{Z}_{i+1}\right\}^{*}$ such that $\ell(D) \leq d$ and $D \notin$ $\left\{\mathrm{id}, \hat{\partial}_{i+1}\right\}$,

$$
\|g\|_{W_{i+1, d}^{\prime}} \lesssim \rho^{-2} L^{d}\|g\|_{W_{i, d}^{\prime}} \lesssim_{d}\left(1+\left\|\hat{\nu}_{i}\right\|_{W_{i, d}}\right)^{d} \rho^{-2}\|g\|_{W_{i, d}^{\prime}},
$$

as desired.
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