
Math 5660 Advanced Financial Math
Spring 2014

Final Exam Solutions
May 2 to May 7, 2014

This is an open book take-home exam. You may use any books, notes,
websites or other printed material that you wish but do not consult with any
other person (doing so will be grounds for failure of the course). Put your name
on all papers submitted and please show all of your work so that I can see your
reasoning. The nine questions will be equally weighted in the grading. Please
return the completed exams by 5 PM Wednesday, May 7 to my mailbox in the
department o¢ ce, under my o¢ ce door MSB408, or by email.

1. Use stochastic calculus to �nd the sixth-moment of a normal random vari-
able with mean zero and variance T .

Solution

WT is normal with mean zero and variance T .
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2. Derive a solution to the stochastic di¤erential equation

dR (t) = (a (t) + b (t)R (t)) dt+ ( (t) + � (t)R (t)) dWt

subject to an initial condition R (0) = r.

Solution
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3. Derive the general solution to the stochastic di¤erential equation

dS (t) = � (t)S (t) dt+ � (t)S (t) dWt

Solution
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4. Let Y (t) be a stochastic process with respect to a �ltration Ft. Fix some
s < t and let E (t) = Y (t) � E [Y (t) jFs]. What is E [E (t)]? Let X (t)
be any other stochastic process with respect to the �ltration Ft. Prove
that

V [E (t)] � V [Y (t)�X (s)]

where V [ ] stands for the variance of the random variable inside the [ ].

Solution
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E [E (t)] = E [Y (t)� E [Y (t) jFs]] = E [Y (t)] � E [E [Y (t) jFs]] = 0, and
obviously E [E(t)jFs] = 0, so
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5. Give an example (with proof) of two standard normal random variables
that are uncorrelated but not independent.

Solution

Let X and Y have joint density
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6. Let fM (t) be a eP-martingale for a risk-neutral measure eP. Use the martin-
gale representation theorem for the original measure P and some stochastic
calculus to come up with a stochastic process e� (t) that is adapted to the
�ltration Ft generated by the original Brownian motion Wt and that sat-
is�es fM (t) = fM (0) +

Z t

0

e� (u) dfWu

where fWu is Brownian motion with respect to the risk-neutral measure eP.
Solution

If �(t) is the market price of risk process that de�nes the risk-neutral mea-
sure eP, so that dfWt = dWt + �(t)dt, for any r.v. X, eE [X] = E [XZ(T )]
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By the Martingale Representation Theorem in P, then, there is a process
�(t) adapted to Ft with dM(t) = �(t)dWt. Use that in what follows,
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7. Given a probability space with a �ltratration, a Brownian motion on that
�ltration and a unique risk neutral measure, assume some asset has a
random value V (T ) at a time T such that V (T ) > 0 almost surely. Prove
that for all t < T the value of that asset at t must follow a geometric
Brownian motion.

Solution

By the second fundamental theorem of asset pricing this market is com-
plete, so there is a portfolio with payo¤ equal to V (T ) at T . The value
of the portfolio at each time is the value of the asset at that time. De�ne
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of risk-neutral measure, the present value at 0 of the portfolio, D(t)V (t),
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then provides an adapted process e�(t) for which.
d(D(t)V (t)) = e�(t)dfWt so

�r(t)D(t)V (t)dt+D(t)dV (t) = e�(t)dfWt
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so V (t) follows a geometric Brownian motion with �(t) = r(t) and �(t) =e�(t)
D(t)V (t) . (Note that, for all t, V (t) > 0 almost surely because the same
is true for V (T )).

8. Give an example (with proof) of an uncountably in�nite set with proba-
bility zero.

Solution

In the probability space consisting of all possible in�nite sequences !1!2!3:::of
independent coin-tosses with probability 0 < p < 1 of heads on each toss,
let A be the subset consisting of all sequences where !1 = !2; !3 = !4;
and so on forever. First, the set A is uncountable, because if you had a
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toss of !, contradicting countability. But the set A has probability 0
because the probability that !2 = !1 is 0 < 1� 2p(1� p) < 1 (because it
is p2+ (1� p)2). The probability that both !2 = !1 and !4 = !3 is then
(1� 2p(1� p))2 and so on, so that the probability that a sequence is in A
is limn!1 (1� 2p(1� p))n = 0:
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For m < n, for large x, fn (x) > fm (x) but fn (0) < fm (0) so Monotone
Convergence cannot apply. For any non-negative integrable function g(x)

on R, let L =
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which means that g(x) > fn (x) fails for a set of x of measure greater than
0 and so Dominated Convergence cannot apply.

7


