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ABSTRACT. The heat kernel measure ¢ is constructed on an infinite dimen-
sional complex group using a diffusion in a Hilbert space. Then it is proved
that holomorphic polynomials on the group are square integrable with respect
to the heat kernel measure. The closure of these polynomials, HL?(SOps, u1t),
is one of two spaces of holomorphic functions we consider. The second space,
F(L2(SO(c0)), consists of functions which are holomorphic on an analog of the
Cameron-Martin subspace for the group. It is proved that there is an isometry
from the first space to the second one.

The main theorem is that an infinite dimensional nonlinear analog of the
Taylor expansion defines an isometry from H{L?(SO(c0)) into the Hilbert space
associated with a Lie algebra of the infinite dimensional group. This is an
extension to infinite dimensions of an isometry of B. Driver and L. Gross for
complex Lie groups.

All the results of this paper are formulated for one concrete group, the
Hilbert-Schmidt complex orthogonal group, though our methods can be ap-
plied in more general situations.

1. INTRODUCTION

In this paper we will study Hilbert spaces of holomorphic functions over a partic-
ular infinite dimensional complex group G. We will choose an infinite dimensional
Lie algebra naturally associated with the group, and fix a Hermitian inner product
on it. As usual, one may view the universal enveloping algebra as a space of left-
invariant differential operators on the group. A holomorphic function on G then
determines an element, «, of the dual of the universal enveloping algebra by means
of the identity (o, 3) = (8f)(e) for all left-invariant differential operators 3, where
e is the identity element of the group. Thus, « is just the set of Taylor coefficients
of f at the identity. When G is finite dimensional, the Taylor map, f +— «, is known
(cf. [7]) to be an isometry from the Hilbert space of holomorphic functions, square
integrable with respect to a heat kernel measure on G, to a subspace of the dual of
the universal enveloping algebra. An outline of these finite dimensional results of
B. Driver and L. Gross [7] will be given later in the introduction. The objective of
the present work is to establish a corresponding isometry for an infinite dimensional

group.
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Two fundamental differences between the finite dimensional and infinite dimen-
sional cases must be addressed. First, we need to have an analog of the heat kernel
measure on an infinite dimensional, non locally compact, non commutative group.
For a finite dimensional group the heat kernel measure has a density with respect
to Haar measure, making it possible to apply techniques from partial differential
equations. However, on the group to be considered in this paper there is no Haar
measure to help analyze a heat kernel density. Partial differential equation tech-
niques for studying such measures are not available. Instead, we will use stochastic
differential equations in infinite dimensions to construct such a measure. The the-
ory of such equations has been developed for Hilbert and Banach spaces, not infinite
dimensional manifolds or groups. Moreover, since there are no previous examples to
guide our intuition for a general theory, we will focus in this paper on one particular
case. We will take the group to be the group of complex Hilbert-Schmidt orthogonal
operators over an infinite dimensional Hilbert space. This Hilbert-Schmidt complex
orthogonal group, SOpg, will be described in Section 2. The fact that the group
SOpggs can be embedded in a Hilbert space, namely, the space of Hilbert-Schmidt
operators, plays an important role in the construction of the heat kernel measure.
To construct the heat kernel measure we will use a diffusion on the group. We will
construct the diffusion on G by first constructing a diffusion on this ambient Hilbert
space. The stochastic differential equation determining the diffusion is nonlinear
with Lipshitz nonlinearities, and its coefficients are chosen in such a way that the
stochastic process actually lives in the group. Then we will use finite dimensional
approximations to this diffusion to obtain some of our results. We can identify
elements of the group with infinite matrices, which allows us to make significant
use of the polynomials in the matrix entries. Using properties of the stochastic pro-
cess we will prove that these naturally defined holomorphic polynomials are square
integrable with respect to the measure determined by the process.

A second difference between the finite and infinite dimensional cases arises from
the need to find a viable notion of holomorphic function on the group SOgs. We will
consider two spaces of holomorphic functions. One of the spaces,
HL?(SOys, j1t), is defined as the closure of the holomorphic polynomials in
L?(us)-norm. However, such a function might not have a version which is differen-
tiable on the whole group. Therefore we also consider a Hilbert space HL?*(SO(0))
of functions differentiable on a subset SO(o0) of the group. This subset plays the
role of the Cameron-Martin subspace. The main theorem is that the Taylor map,
f = a, is an isometry from HL?(SO(o0)) into a Hilbert space contained in the dual
of the universal enveloping algebra. This will imply, in particular, that any function
in HL?(SO(00)) is uniquely determined by its derivatives at the identity. In addi-
tion, there is a natural isometry from the closure of the holomorphic polynomials
in L?(p¢)-norm to HL?(SO(00)). This isometry is an extension of the inclusion of
these polynomials into this second space.

When G is finite dimensional, the heat kernel measure is defined as follows. There
is a unique probability measure satisfying e!2/*f = p; * f, where the Laplacian A
is a naturally defined second order differential operator associated with a given
Hermitian inner product on the Lie algebra of G. In the finite dimensional case the
measure p; = py(2z)dz has the heat kernel u:(2) as its density with respect to Haar
measure on G. Note that if G = C" then the heat kernel measure pu; is a Gaussian
measure. Denote by HL?(G, j1;(2)dz) the space of holomorphic functions over G
which are square integrable with respect to the heat kernel measure p;. B. Driver
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and L. Gross [7] have shown that the Taylor map, f — «, is an isomorphism
between HL?(G, us(2)dz) and a subspace, JP, of the algebraic dual of the universal
enveloping algebra of the Lie algebra of G, when G is a connected simply connected
complex (finite dimensional) Lie group. J{ is a Hilbert space with respect to a norm
which is naturally associated with the given inner product on the Lie algebra of G.

In finite dimensions, when G happens to be the complexification of a compact
Lie group K, there is, in addition to the two Hilbert spaces, HL?*(G, us(2)dz)
and J?, discussed above, a third naturally arising Hilbert space. The third space
is L2(K, pi(x)dx), where p;(z)dx is the heat kernel measure associated to a bi-
invariant Laplacian on K. B. Hall [11], [12] has described a natural unitary iso-
morphism from L?(K, p;(z)dx) to HL?*(G, ui(2)dz). It is worth noting that one
should not expect an analog of Hall’s transform for our group because his proof
requires Ad-invariance of the inner product on Lie(K), and this condition seems
to be really essential. By contrast, the isomorphism from HL?*(G, u(2)dz) to J}
does not require Ad-invariance of the Hermitian inner product on the Lie algebra
of G. This is important in infinite dimensions since the norm we need to use is
not Ad-invariant. Though there is an invariant inner product on the Lie algebra
of SOp s, namely, the Hilbert-Schmidt inner product, J? turns out to be trivial in
this case. The same happens for some other infinite dimensional groups whose Lie
algebras have Ad-invariant inner product. We will show this in Section 8 for the
Hilbert-Schmidt complex orthogonal group, SOpgg.

L. Gross proved in [9] the isomorphism between L?(K, p;(x)dx) and J? for a
compact connected Lie group K using probabilistic methods. Later O. Hijab in
[14], [15] found an analytical proof of this isomorphism. This isometry also de-
pends on the AdK-invariance of the inner product on Lie(K) and seems unlikely
to have a natural analog for our infinite dimensional orthogonal group. An extensive
exposition of the subject can be found in [10].

In conclusion, we should note that in the case when G is replaced by a separable
Hilbert space, J? is a bosonic Fock space. In this situation the isomorphisms
between these three spaces give three different representations of the Fock space.
The isomorphisms were studied by V.Bargmann, I. Segal, P. Krée and others (see,
for example, [1], [2], [17], [24], [25]). Recently such spaces have been studied in case
of a complex abstract Wiener space by several authors including I. Shigekawa [26]
and H. Sugita [28], [29]. Our results are precise analogs of some of the linear results
of I. Shigekawa and H. Sugita, though the methods are entirely different.

Not much is known for infinite dimensional groups. However, B. Hall and A. Sen-
gupta [13] have extended the isomorphism between L?(K,p;(x)dz) and
HL?(G, s (r)dz) to the group of paths in a compact (finite dimensional) Lie group.

There have been a number of works about properties of infinite dimensional
orthogonal and unitary groups. The representation theory of these groups has
been studied, for example, in [16], [20], [27]. P. da la Harpe, R.J. Plymen and
R.F. Streater have described topological properties of infinite dimensional orthog-
onal groups in [4], [5], [19] in connection with spinors in Hilbert space. One of the
groups they have considered is the Hilbert-Schmidt orthogonal group.

Acknowledgement. I wish to thank Professor L. Gross for his invaluable guid-
ance throughout the process of preparation of this work. It is a pleasure to acknowl-
edge stimulating discussions with Professor E. Dynkin and Professor B. Driver.
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2. NOTATION AND MAIN RESULTS

First of all, we describe the group we will consider in this paper. This group is
represented as a group of operators in a Hilbert space. Let H, be a real separable
Hilbert space, H = H, ®iH, its complexification and I the identity operator on H.
Denote by HS, the Hilbert-Schmidt operators on H,. Then HS, is a real Hilbert
space equipped with the Hilbert-Schmidt inner product (A, B)gs, = Tr(B*A) for
any A,B € HS,.

Consider the complexification of HS, denoted by HS = HS, ®iHS,. HS can
be identified with the space of complex linear Hilbert-Schmidt operators on H.
Any element A € HS can be written as a sum of ReA and ¢ ImA, where ReA and
ImA € HS,. The product of elements of HS is defined naturally by

AB = (ReA ReB — ImA ImB) +i(ReAImB + ImA ReB).
The space HS is a real Hilbert space equipped with the following inner product:

(A,B) s Y ReTr(A*B) = (ReA, ReB) s, + (ImA, ImB) s, .

Definition 2.1. The Hilbert-Schmidt complex orthogonal group SOgg is the con-
nected component containing the identity I of the group Ogs = {B : B—1 €
HS,B"B = BBT = I}, where BT means the transpose of the operator B, i. e.
BT = (ReB)* +i(ImB)*.

Proposition 4.4 shows why Opg is not connected. The fact that SOgs—I C HS
gives two essential advantages: first of all, it helps to define an inner product on a Lie
algebra of SOgg, and second, it will allow us to construct the heat kernel measure
on SOgg. The Lie algebra of skew-symmetric Hilbert-Schmidt operators soggs =
{A: A€ HS, AT = — A} plays the role of a Lie algebra of SOgs. The group SOgs
is the complexification of the Hilbert-Schmidt orthogonal group, SOgsg,., and soxg
is the complexification of its Lie algebra. Note that (-,-) gs is an Ad-H S,-invariant
inner product on sogg. Later we will consider another inner product on a dense
subspace of sogg (which is not Ad-invariant) since the isometry we are trying to
establish is trivial in the invariant case.

We will consider three Hilbert spaces HL?(SOpys, i), HL*(SO(0)) and JP.
The first two spaces are spaces of functions, while J_ has an algebraic nature.

The first space, HL?(SOps, j1¢), is the closure in L?(SOgg, pit) of the space of
holomorphic polynomials (in the matrix entries) on SOgg. Here y, is the heat ker-
nel measure on SOpg which will be defined in Section 3 as the transition probability
of a diffusion on SOpgg. Note that this definition uses the fact that all holomorphic
polynomials are square-integrable with respect to the heat kernel measure. The
latter will be proved in Section 5.

To define HL?(SO(x<)) we consider SO(c0), a subset of SOpg, which is the
closure of the direct limit of a sequence of finite dimensional subgroups of SOgg
in a Riemannian metric. More precisely, fix an orthonormal basis { f,}5°_; of H.,.
Let HSpyn = {A: (Afm, fr) =0 if max(m, k) > n}. Take a basis {e;}3°, of HS
such that {ek}i’fl is a basis of HSp,xn. Note that SOgg(n) = {B € SOpg,B—1 €
HSpxn} is a group isomorphic to the complexification of the special orthogonal
group of R™. Then g,, = Lie(SOgs(n)) = sogs(n) = {A € HS,xn, AT = —A} is
its Lie algebra. Note that g = U, g, is a Lie subalgebra of sogs. We will choose
a new inner product ((-,-)) on g so that the corresponding norm is stronger than
the Hilbert-Schmidt norm. This new inner product defines a Riemannian metric
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on U,SOgs(n). SO(o00) is the closure of U, SO g(n) in this Riemannian metric.
Then HL?(SO(c0)) denotes a certain space of holomorphic functions on SO(co)
with a certain direct limit-type norm. More detailed definitions of these objects are
given in Section 7.

Finally, we need the following notation to describe J?.

Notation 2.2. Let g be a complex Lie algebra with a Hermitian inner product on
it. Then T(g) will denote the algebraic tensor algebra over g as a complex vector
space and T'(g) will denote the algebraic dual of T(g). Define a norm on T(g) by

n ]{j' n
@1 1B =D FlAP A=) BB € 97Kk =0,1,2,.,t> 0
k=0

k=0

Here |By| is the cross norm on g®* arising from the inner product on g®* determined
by the given inner product on g. The coefficients f—,l are related to the heat kernel.
T:(g) will denote the completion of T in this norm. The topological dual of Ti(g)
may be identified with the subspace Ty (g) of T'(g) consisting of such oo € T'(g) that
the norm

o0 k o0
t
(2.2) loff = E|ak|2,a = apap € (@) k=0,1,2,..,t >0
k=0 """ k=0

is finite. Here |ay| is the norm on (g®*)* dual to the cross norm on g®*.
There is a natural pairing for any « € T'(g) and 8 € T(g) denoted by

<O‘7ﬁ> = Z<akaﬂk>7a = Zalmﬂ = Zﬂkaak € (g®k)*7ﬂk € g®ka k= 07 1723
k=0 k=0 k=0

Denote by J(g) the two-sided ideal in T(g) generated by {E@n—nRE—[E,n],&,n € g}
Let J%(g) = {a € T'(g) : a(J) = 0}. Finally, let J2(g) = T;(g) N JO(g).

The first natural choice for g for our group is sogg with the Hilbert-Schmidt
inner product, which is Ad-H S,-invariant. The problem with this inner product
is that in this case JP is trivial (see Section 8). Therefore we will use another Lie
algebra, g = Ug,, = Usogs(n), as described above together with an appropriate
inner product on g.

The inner product on g will be non Ad-invariant. Namely, the inner product
is defined by ((4,B)) = (Q7Y?A,Q~Y?B) s, where Q is a symmetric positive
trace class operator on sogs such that all sops(n) are invariant subspaces of Q.
Actually, the closure of g in the corresponding norm is the subspace of sog g defined
as Uy = Q/?(sops). This norm is denoted by || X |, = |Q/2X || us-

In some sense Uy determines the directions in which derivatives of functions on
SOpgs will be taken. If we choose too large a set of directions we might not have
nonconstant holomorphic functions. Moreover, if we define informally the Laplacian
as

1 oo
Aq = 5 Z(aén)z

n=1

where {£,}22; is an orthonormal (in ({-,-))) basis of Uy, then the stronger inner
product gives a weaker Laplacian. In Section 3.3 we show that the heat kernel
measure ; solves the heat equation with the Laplacian Ag. The weaker Laplacian
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allows p; to live on SOpg. Note that SO(o00) is an analog of the Cameron-Martin
subspace associated with any infinite dimensional Wiener space.

For the Lie algebra g we denote J? = JP(g). The latter can be called a space
of Taylor coefficients for functions in HL?(SO(cc)). Indeed, our main result is
that the Taylor series determines an isometry from HL?*(SO(o0)) into JP. The
fact that J? is not trivial (for the Lie algebra g) follows from the existence of this
isometry from HL?(SOps, p1¢) to JP and the fact that HL?(SOps, j1¢) contains all
holomorphic polynomials on SOgg.

For each function f in HL?(SO(cc)) we use a natural notation

(1-D);'f=> DIf
n=1

for the series of its derivatives at the identity considered as an element of 7”. Then
our results (Theorem 7.6, Theorem 7.5 and Theorem 7.4) can be summarized as
follows.

1. HL?*(SO(c0)) is a Hilbert space.

2. (1 — D), ! is an isometry from HL?(SO(c0)) into J7.

3. The embedding of the space of holomorphic polynomials H®P into the Hilbert
space HL?(SO(00)) can be extended to an isometry from HL?*(SOpys, 111
into HL?(SO(c0)).

The following diagram describes these isometries:

Theorem 7.4 Theorem 7.5
—_— _

FEP 2 G (SO, 1) HLH(SO(0)) %

3. CONSTRUCTION OF THE HEAT KERNEL MEASURE

The goal of this section is to define the heat kernel measure on SOgg. To achieve
it we will use a diffusion on the group. If we consider a stochastic process in SOgg
X : QxR — SOpgg, then Y; = X; — I is an element of HS. This space is a
Hilbert space, which enables us to use the machinery of the stochastic differential
equations in Hilbert spaces developed in recent years.

3.1. Existence and uniqueness of a stochastic process. We begin with the
definition of the process Y;. Denote by U the space sogg with the inner product
(-, Yms. Let W; be a U-valued Wiener process with a covariance operator Q : U —
U. We assume that @ is a symmetric positive trace-class operator. Sometimes we
will identify @ with its extension by zero to the orthogonal complement of U in HS.
Let Uy = Q2 (U) as before with the inner product (u,v)o = (Q~"/2u,Q~/?v)gs.

Denote by LY = Ly(Uy, HS) the space of the Hilbert-Schmidt operators from Uy
to HS with the (Hilbert-Schmidt) norm ||\I'||2Lg =TrvQu~].

We need to define the coefficients of the stochastic differential equation before
we formulate Theorem 3.3.

Notation 3.1. B: HS — LY, BY)U =U(Y + 1) forU € Uy, F: HS — HS,
F(Y) =13 (QY%€,)T(Q"?e,)(Y +1), where {e,}32, is an orthonormal basis
of HS as a real space.

Proposition 3.2. Y, (QY2e,,)T(Q2%e,,) does not depend on the choice of the
basis {em }5°. In addition, Y, (QY%en)T(QY%en) =3, ek Qem.
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Proof. Define a bilinear real form on HS x HS by L(f,g) = A(Q'2£)T(QY?g)),
where A is a real bounded linear functional on HS. Then f — L(f,g) is a
bounded linear functional on HS and so L(f,g9) = (f,d)us for some g € HS.
There exists a linear operator on HS such that L(f,g) = (f,Bg)us. Now we
can see that since trace is independent of a basis, TrB = ) (em,Bem)ns =
3 AQY2e,)T(QY2e,,) does not depend on the choice of {e,, }5°_;. To prove the
second half of the statement, we note that > el Qe,, is independent of {e, }5°_;
by similar reasons. At the same time, if we choose {e,,}5°_; in which @ is diagonal,
say, Qem = Amem, then 3 (QY%e,,)T(Q%e,) =, )\me em = Do € Qem.
Since both sums are independent of the choice of the basis, they are equal for any
basis {em }5°_;. O
Theorem 3.3. 1. The stochastic differential equation

4Y, = B(Y,)dW, + F(Y,)dt,
(3.1)

Yo=0

has a unique solution, up to equivalence, among the processes satisfying

T
P </ 1Vl sds < oo> ~1
0

2. For any p > 2 there exists a constant C, v > 0 such that

E sup [Yillys < Cpr
t€[0,T]

Proof of Theorem 3.3. To prove this theorem we will use Theorem 7.4, p.186 from
the book by G.DaPrato and J.Zabczyk [3]. It is enough to check that
F' is a measurable mapping from HS to HS.
|F() — F(¥2) s < C|[Yi — Yalls for any Y3, Y € HS.
IF(V)|I3s < K(1+ [V [[35) for any ¥ € HS.
B(Y) is a measurable mapping from HS to L.
IB(Y:) — B(Y)ll1g < C|[Yi — Yal s for any Y1, Y € HS.
IBY)I7y < K1+ [[Y]%s) for any Y € HS.

ANl

Proof of 1. Let us check that F(Y) isin HS for any Y € HS.
[FXY ) as < *H Z (@) (Q?en)lus([Y || us +1) < oo,
since
HZ Qen)T(@Q2en)llns < ) I(Q2en)™(Q"%en)l|ns <
<DNQVEenllfs = TrQ < oo

by the assumption. The measurability is trivial.
Proof of 2.

(Y1) — F(Y2)|lus < *||Z (Q?en)"Qen|ms|Yi = Yol ms <

<TrQ|Y:1 — Ya|lms
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as in the proof of 1.
Proof of 3.

[F(Y)|[rs < *||z:Ql/2 T(QY?en)Ylms +

|| Z (Q"2en)"(Q"%en) s < TT’Q(HYIIHS +1).

Finally, [|F(Y)|%s < 3(TrQ)?(1 + [Y[|%5).

Proof of 4. We want to check that B(Y) is in LY for any Y from HS. First of all,
BY)U € HS, for any U € Uy. Indeed, BY)U =U(Y +1)=UY +U € HS, since
U and V are in HS.

Now let us verify that B(Y) € L3. Consider the Hilbert-Schmidt norm of B as
an operator from Uy to HS. Take an orthonormal basis {um}5°_; of Uy. Then
{Q~'/?u,,}2°_, is an orthonormal basis of U and the Hilbert-Schmidt norm of B
can be found as follows:

IBOY)[72 = > (B(Y )um, B(Y) =3 (un(Y + 1), un(Y + D)irs <
m=1 m=1
o0
1Y+ 11> (s um) s = |V + I|*TrQ < oo,
m=1

since the operator norm ||Y + I|| is finite.

Proof of 5. Similarly to the previous proof we have
IB(Y1) = B(Y2)lg < Y1 — Yo|lus(Tr@)"/?.
Proof of 6. Use the estimate we have got in the proof of 4:
IB(Y)llpg < (TrQ)"?|IY + I < (TrQ)"*(|[Y ||ms + 1), so0
IBY)II7g < 2(Tr@)(L+ Y [IZs)- O

3.2. Process Y; + I lives in SOgg.
Theorem 3.4. Y, + I lies in SOgs for any t > 0 with probability 1.

Proof of Theorem 3.4. We need to check that (Y;+1)T (Y, +1) = (Y, +1)(Yi+1)T =
I with probability 1 for any ¢ > 0. To achieve this goal, we will apply It6’s formula
to G(Y;), where G is defined as follows: G(Y) = A(YTY +Y7 +Y), A is a nonzero
linear real bounded functional from HS to R. Then (Y + I)T(Y + I) = I if and
only if A(YTY + YT +Y) = 0 for any A. In order to use It6’s formula we must
verify several properties of the process Y; and the mapping G:

1. B(Y;) is an LY-valued process stochastically integrable on [0, T]]

2. F(Y;) is an HS-valued predictable process Bochner integrable on [0, T] P-a.s.

3. G and the derivatives G¢,Gy,Gyy are uniformly continuous on bounded

subsets of [0,T] x HS.

Proof of 1. See 4 in the proof of Theorem 3.3.
Proof of 2. See 1 in the proof of Theorem 3.3.
Proof of 3. Let us calculate G4, Gy, Gyy. First of all, G; = 0.
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Gy (Y)(S) = tim SO HE8) = G(Y)

e—0 g

=ASTY +YTS 4+ 5T +58) =

=ASTY+D+ Y +DTS)

for any S € HS.

Gy (Y +eT)(8) = Gy(Y)(S) _

. (STT+178)

Gyy(Y)(S®T) = liH(l)

for any S,T € HS. Thus condition 3 is satisfied.
We will use the following notation:

Gy (Y)(S) = (Gy(Y),S)us,
Gyy(Y)(S®T) = (Gyy(Y)S,T)us,

where Gy is an element of HS and Gyvy is an operator on HS corresponding to
the functionals Gy € HS* and Gyy € (HS ® HS)*.
Now we can apply Ito’s formula to G(Y3):

t

G(Y2) :/t<GY(YS)7B(YS)dWs>HS+/ (Gy (Yy), F(Yy)) psds +
(3.2) 0 0

+/ %TT[GYY(Ys)(B(YS)Q”Q)(B(YS)Q”Q)*]dS
0

Let us calculate the three integrands in (3.2) separately.
The first integrand is

<GY(§/;)aB(}/;)dWS>HS = <GY(YYS)7dWS(YYS + I)>HS =
A(dWo (Vs + INT (Yo + 1) + (Yo + DTdW (Vs + 1)) =
A(=(Ys + DT AW (Yy + 1) + (Y + I)TdW, (Y, + 1)) = 0,

since Wy is an sogg-valued process.
The second integrand is

(Gy (Ys), F(Ys))us = A(F(Y)) (Vs + 1) + (Ys + DTF(Yy)) =

= DA+ DT Q) Q2 (Y, + 1) +

n

+ (Vs + I)T(Q1/2en)T(Ql/26n)(Ys + I)) =
= =3 A((Y + DTQY?en)T(Q2en) (Y + 1)),
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The third integrand is

ST IGyy (V) (BYL)QY?)(B(Y)QY?)] =

= %Z(GYY(YS)B(YS)Ql/Qen,B(YS)Ql/Qen)}HS =

= %ZA((B(YS)Q”%n)T(B(K;)Ql/?en) + (B(Y:)QY?e,)T(B(Y,)Q?e,)) =
= > QY2 en(Ya + D)T(QY2en(Ye + 1)) =

=D AX A+ DT(QPen)T(QPen) (Ys + 1)

Therefore (Gy (Ys), F(Y))us + 3Tr[Gyy (Ys)(B(Ys)QY?)(B(Y:)Q'/?)*] = 0. This
shows that the stochastic differential of G is zero, so G(Y;) = 0 for any ¢t > 0.

By the Fredholm alternative Y; +I has an inverse, therefore it has to be (Y;+1)T.
Thus (Y, + 1)T(Y, + 1) = (Yy + I)(Y; + )T = I for any t > 0. O

3.3. Definition of the heat kernel measure. Let us define u; as follows:

/S  IEm(dx) = Ef(X(D) = Prof ()

for any bounded Borel function f on SOpgg.
Definition 3.5. pu; is called the heat kernel measure on SOgg.

Now we will present a motivation for such a name for y;. What follows will not
be used to prove the main results of this paper. Note that F' and B depend only on
Y € HS, therefore Ps+f(Y) = Ef(Y(t,s;Y)) = Po—sf(Y). According to Theorem
9.16 from the book by G.DaPrato and J.Zabczyk [3], p. 258, the following is true:

For any ¢ € C}(HS) and Y € HS function v(t,Y) = Pip(Y) is a unique
strict solution from C’; ’2(H S) for the parabolic type equation called Kolmogorov’s
backward equation:

(3.3) %U(W) = %Tr[vw(t,Y)(B(Y)Q”Q)(B(Y)Q”Q)*] + (F(Y), 0y (,Y)) s
v(0,Y) = o(Y),t > 0,Y € HS.

Here CJ'(HS) denotes the space of all functions from HS to R that are n-times
continuously Frechet differentiable with all derivatives up to order n bounded and
CF™(HS) denotes the space of all functions from [0,7] x HS to R that are k-
times continuously Frechet differentiable with respect to ¢ and n-times continuously

Frechet differentiable with respect to Y with all partial derivatives continuous in
[0,7] x HS and bounded.
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Let us rewrite Equation (3.3) as the heat equation. First of all

Troyy (t,Y)(B(Y)QY?)(B(Y)QY?)"] =
> vy (EY)(BY)QY)en, (B(Y)Q?)en)us =

n

=D (ovy (£, Y)(QPen)(Y +1),(Q"%en) (Y + D)ars

and

1
(FY),or(t,Y)) = —3 D@ en) (@ VPen)(Y + 1), vy (8,Y ) us
Now change Y to X — I. Then we get that for any smooth bounded function
o(X): HS + I — R, function v(t, X) = Pip(X) satisfies this equation which can
be considered as the heat equation:

(3.4) %v(t X) = Liv(t, X)

0(0,X) = p(X),t>0,X € HS + I,

where the differential operator L; on the space C; ’2(H S + 1) is defined by

Lav 2 LS e (0)(QV/26,) X, (Q/26,)X) s

—((Q"%en)(Q"%en) X, vx (X)) rs]-

Our goal is to show that L; is a Laplacian on SOpgg in a sense. More precisely, L
is a half of sum of second derivatives in the directions of an orthonormal basis of
an analog of Lie algebra of SOpg. We begin with description of an analog of a Lie
algebra for SOpg and an inner product on it. Recall that Uy = Q'/2 (somgs) with
the inner product ((4,B)) = (Q=Y2A,Q~'/?B)ys. Note that Uy is a subspace
of soyg, but it is not a Lie subalgebra. As we will see later though, under some
assumptions on @) space Up has a dense (in the norm determined by ((-, -})) subspace
which is a Lie algebra. Let {£,}52; be an orthonormal basis of Uy and define the
Laplacian by

(35) X) =32 (66

where (f;v)(X) = % lt=o0 v(exp(t&,)X) for a function v : SOgs — R and so an is
the right-invariant vector field on SOgg corresponding to &,
Let us calculate derivatives of v: I + HS — R in the direction of £,:

() (X) = 0x(X) 5 limo (xp(t0) X) = v (X) (60 )
and therefore

(n&nv)(X) = vxx (X) (€ X, En X) + vx (€2 X).
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Using ¢1' = —¢,, we can rewrite the Laplacian

(A0)(X) = 3 S loxx (X)(EX, £ X) + vx (X)) =

n

= 2 Yl ()X, 60X) — vx (€16,5)]

Define Lyv(X) = (Av)(X). Since &, is a right-invariant vector field, Lo is a
right-invariant differential operator.

It is known that Ly does not depend on choice of the basis {£,}52 . Let &, =
Q'?e,,, where {e,, }°2, is an orthonormal basis of U with (-, -) s as a inner product.
Then we see that Liv = Lov on CF(HS + I).

4. APPROXIMATION OF THE PROCESS

Let F be a subspace of Uy = Ql/Q(soHS) and Py a projection onto F. Then
Fn Ker@ = {0}, and therefore PyQPs is positive and invertible on F. Indeed,

for any f € F we have (PyQPsf, fus = (Qf, flus = (QV2f,QY*f)us > 0 if
Qf #0.

Consider an equation
dYy = B'}‘(Yf{)th + Ff_{(Yg)dt, Yg‘(O) =0,

where

Fs(Y) = —3 > (PrQPs)'2en)" (PsQPr) e (Y + 1),

m

Bs(Y)U = (PsU)(Y + 1),

This equation has a unique solution by the same arguments as in Section 3.1.
Denote Q5 = PyQPy.

Lemma 4.1. Yy is a solution of the equation

dYs = By (Yy)dWs , + Fy(Yg)dt,
Y#(0) =0,

where Wy = PsW;. In addition, I +Y5, € SOps a.s.

(4.1)

Proof. The first part is easy to check. Now check that PyQPs is the covari-
ance operator of Wg. By the definition of a covariance operator we know that

(f,Qg9Yms = E{f,W1)us{9, W1)us, therefore

(f,Qs9)us = (Psf,QPsg)us = E(Psf,W1)us(Psg,W1)us =

= E(f, PsW1)us(g, PsWh)us.

Thus Equation 4.1 is actually the same as Equation 3.1 with the Wiener process
that has the covariance Q4 instead of (). Recall that we chose F' and B so that the
solution of Equation 3.1 plus the identity is in SOpg. Therefore I 4+ Y5, € SOpgs
a.s. O
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Choose a sequence of subspaces g, of Uy = Q'/%sorg so that g, C gnp1 and
the closure of U,g,, in the metric of Uy is equal to Uy. Denote Y, = Yy, ¢, Bp, =

B F —anaQn:anaPn: gn*
Lemma 4.2.

1. T’I‘Qg T’I"Q
2. PnQ —— Qv

3. QP —>Q7
4. PQPn—>Q,

n—oo

where convergence is in the trace class norm.

gn>

Proof of 1. First of all, Qg is nonnegative. Thus
TrQy = » (Qzen.en)ns < Y _(Qen,en)ms =TrQ.

n n

Proof of 2. According to [21],v.1, Theorems VI1.17,VI1.21 there are orthonormal
systems {¢m, }2°_ 1 {1 }5°_; in HS and positive numbers A, such that

Z)\m < 00,
ZA ,l)[},,n HS¢m

Consider an operator Ay = (x,¢)gs¢. Then ||A||rrci = [|[¥]|lasl|@llms. Assume
first that ||¢||gs = 1,]|¢]lms = 1. Note that |Aly = (y,¥)ust), since A*y =
(¢, y) sy and A*A = |A|?>. Take such an orthonormal basis {e,}>_; of HS that

— . Then [|Alrrcr = Y, (Alen ea) s = Yo lens Vg = (), Vg = 1. Using

this we see that

||<'a¢m>HS¢m||TrCl = 1,
||<'a¢m>HSPn¢mHTrCZ < 1;
||<a ¢m>HS(Pn¢m - (bm)HTrCl E’ 0.

In addition, |P,Q — Q||rrct < >, Am < 00. Then ||P,Q — Q|lrrci —— 0 by the

Dominated Convergence Theorem.
The proof of 3 and 4 is similar. O

Theorem 4.3. Denote by Hy the space of equivalence classes of HS-valued pre-
dictable processes with the norm:

IVl = ( sup EJY(£)]Zs)"/>
t€[0,T]
Then

Yo =Yl —— 0.

Proof of Theorem 4.53. Let us apply the local inversion theorem (see, for exam-
ple, Lemma 9.2, from the book by G.DaPrato and J.Zabczyk [3], p. 244) to

K(y,Y) =y + fo Y)dW, + fo Y)dt, where y is the initial value of Y and
Y =Y (y,t)isan HS- valued predlctable process. Analogously we define K, (y,Y) =
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Y+ fot B, (Y)dW,; + fot F,,(Y)dt. To apply this lemma we need to check that K and
K, satisfy the following conditions:

1. For any Y7 (¢) and Y5(¢) from Ho

sup E[|K(y,Y1) = K(y,Y2)|l3rs < o sup E[[Yi(t) = Ya ()|,
te[0,T] t€[0,T7]

where 0 < a < 1
2. For any Y () and Ya(t) from Hy

sup B[ K,(y, Y1) — Kn(y,Y2)ll7rs < @ sup E[Yi(t) — Ya(t)| s,
te[0,T] t€[0,T]

where 0 < a < 1
3. limy oo Kn(y,Y) = K(y,Y) in Hs.

Proof of 1. In what follows we use (5.2) to estimate the part with the stochastic
differential.

E|K(y, Y1) = K(y, Y2)|7rs =

= 5| [0~ Foads + [ (B0 - BOR)AW s <
/ |F (Y1) — P(Y2)lsds)? + 2B / (Vi) — BY2)dW, s <

(1B 17~ allusds)? + 85 [ 1B0%) - B3 3yis <

2(rr QB[ Vi = Valusas + STrQE [ 1%~ ol <

t t
ATrQ)E / Vi - Yal?gds + 8TrQE / Vi — Yal3gds <
0 0

< (2(TrQ)*t +8TrQ)t sup E||Y: — Yall3s
t€[0,T]

Note that for small t we can make (2(TrQ)*t+8TrQ)t as small as we wish, therefore
1 holds.

Proof of 2.

1) — Fu(¥a)llms = 313 (@K 2e0) " QU 2en) (Vi = Va)llus <

1 T
<§;H(Q3/2€m) QP emlmsllVy — Yl ms < leQl/QemllgsHYl Yallus =

=TrQu|Y1 — Ya|lus < TrQ||Y1 — Ya|lus

by Lemma 4.2.
Similarly to the proof of condition 5 in the proof of Theorem 3.3 we have that
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1B (Y1) = Bn(Y2)llrz = [P (-)(Y1 = Y2)[lup—ns <
Tr((PaQ'?) PaQY?) Y1 = Yollus = Tr(Q2PaQ' )Yy — Yallus =
=Tr(QP)|Y1 = Yallus < TrQ|Y1 — Yz us-
Now use the same estimates as in 1 to see that 2 holds.

Proof of 3. Here again we will use (5.2) to estimate the part with the stochastic
differential.

150 (5. Y) — K@ V) = | / (Ba(Y) — B(Y))dW, + / (Fu(Y) — F(Y))dt|]2 =

t

sup Bl [ (Ba(Y)— BOO)aW, + / (Fu(Y) = F(V))ds|f3s <

t€[0,T] 0
sup 25 HF (V)| msds)? + 2| / — BY)dW, s <
tEOT
< sup 2E/ IFL(Y) = F(Y)| msds)? +8E/ IBu(Y) — BY)|2yds — 0.
t€[0,T] 2 n—00
Indeed,

FuY) = F(Y) = 3 T1(Q1 en) (@4 %em) — (@) (@ eV +1) =

= 3 S len  Quen — enQenl(Y + 1) = 5 3 (en (@~ Qen)(Y +1)

by Proposition 3.2. Note that @, — @ is a self-adjoint trace class operator thus
there exists a basis {em 1o°_, in which @, — @ is diagonal: (@, — Q)em =AMl
Thus by Lemma 4.2

|Fu(Y) = F(YV)llms < Y +Tlls ZIA = STr(Q — QuIIY + Ills —— 0.

Now let us estimate |[B(Y) — Bn(Y)|[?,. Choose an orthonormal basis
2
{um}$°_1 in Uy. Then

IBY) = BuW)l7g = D IBEY) = Bu(Y))umllfrs =

m=1

oo (o)
=D I = Pun(Y + Dliggs <Y + 112 Y01 = Pa)umllirs <

m=1 m=1
<Y +IIPTr[QY2(1 = P)QY?) = |Y + I|)PTr((I — P)QY?QY?) =
= ||Y + I|*Tr[(I — P,)Q] —— 0.

n—00

by Lemma 4.2.
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We know that there are unique elements Y, Y, in the space s such that ¥ =
K(y,Y), Y, = K,(y,Y,) and therefore lim, .- Y, = Y for any y by the local
inversion lemma. O

Now we will consider a concrete sequence of g, depending on an orthonormal
basis {fm}2°_; of H,.. Recall that HS,xn = {A : (Afm, fx) =0 if max(m, k) >
n}. Take a basis {ex}32, of HS such that {ek}ifl is a basis of HS),xn.

We also defined groups SOpg(n) = {B € SOgs,B — I € HS, x,} isomorphic
to the complexification of the special orthogonal group of R™ and Lie algebras
gn = Lie(SOps(n)) = sopgs(n) = {A € HS,xn, AT = —A} with an inner product
((A,B)),, = (P.QP,)"Y2A,(P,QP,)"Y?B) ys. Here P,, = Py, 5(ny and P,QP,
is considered as an operator on g,, where it is invertible and positive.

Proposition 4.4. Define an operator K on HS by Kfi = —f1, Kfm = fm, for
m > 1. Then for any A, B € SOgg(n) we have |A — KB| > ||B||, where | - || is
the operator norm.

Proof. |A — KB| > |AB™! — K|||B7||7! = |AB™! — K|||B||7, since B €
SOps(n). We know that AB™! € SOpg(n), therefore we can use the Cartan
decomposition to write AB~! in the form UV, where U,V € SOpgg, U is real
orthogonal and V is self-adjoint and positive. We have [|[AB~!—K|| = |[UV - K]|| =
[V — U*K]||. Note that U*K is real orthogonal and detU*K = —1. This means
that at least one eigenvalue of U*K is equal to —1. All the eigenvalues of V' are
real and positive. Therefore |V — U*K]|| > 1 which completes the proof. O

Corollary 4.5. The group Ogg consists of two connected components, mamely
Opys = SOps U K(SOHS).

From now we assume that sogg(n) is an invariant subspace of operator @ for
all n. There is a plenty of such operators Q. For example, all nonnegative (positive
on sopg) trace class operators which are diagonal in the basis {e,}7° ;. Under this
condition, in particular, ((A, B)), = (Q7Y24,Q7/?B)ys.

Denote P'f(Y) = Ef(Y,(t,Y)),Y € HS,xn and v"(t,Y) = P f(Y). Then the
following theorem holds.

Theorem 4.6. For any f € CZ(HSyxn) the function v™(t,Y) is a unique strict
solution from C’;’Q(Hsnxn) for the parabolic type equation:

S (1Y) = STy (Ba(Y)QYI(BA(YIQY)] + (Ba(Y), s

v™(0,Y) = f(Y),t > 0,Y € HSpxp.

We want to show that P]* corresponds to the heat kernel measure defined on
SOps(n) as on a Lie group (i. e. as in the finite dimensional case).
Note that for any Y € HS, «p,

Tr[v}y (£, Y)(Ba(Y)QY?) (B, (Y)QY?)*] =
> Wy (4, Y)P(QPem) (Y + 1), Pa(Q2em) (Y + 1)) s

m
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<Fn(Y)7U¢(t’Y)>HS =

- % Y (PaQP) o) (PaQP) Pem) (Y + 1), 03 (t,Y)) s

Note that {(PnQPn)l/Qem},%fil is an orthonormal basis of g, since all g,, are
invariant subspaces of ), so

Lw**TT[vw(t Y)(Ba(Y)QY?)(Ba(Y)QY?)"] + (Fu(Y), 0% (t,Y)) uis

is equal to the Laplacian A™ on SOpgg(n) defined similarly to (3.5). Thus, the
transition probability P/* = u(dX), where the latter is the heat kernel measure
on SOpg(n) defined in the usual way.

Notation 4.7. |[fl|L2(s0usm)pup) = 1fllems | Fll22(s0sms.m0) = 1 F1e-

5. PROPERTIES OF THE STOCHASTIC PROCESS AND HOLOMORPHIC POLYNOMIALS

The following Proposition is a refinement of the second part of Theorem 3.3. It
might be useful for the estimates of the L2-norms of holomorphic polynomials on
SOps.

Proposition 5.1. For any p > 2,t >0

E|Yilfs < m—(e'Cpe — 1),

1
Cpt
where Cp,y = 2P~  max{3(TrQ)rtr~? ,Cp 2P YTrQ)stz—1}.

Proof. First of all, let us estimate E(fo | F(Ys)||msds)P. From the proof of con-
dition 3 of Theorem 3.3 we have ||F(Y)|gs < 3TrQ(||Y]||gs + 1). Use Holder’s

inequality f(f f(s)ds < (fot fpds)%(ti) for f(s) = ||F(Ys)||us to get:

B[ 1RO nsdsy < 0B [ IR0 s <
t
tpfl(gTrQ)pE/ (IY[|zs + 1)Pds
0

Now estimate E|| fo Y,)dW||4g- From part 6 of the proof of Theorem 3.3
we know that [|B(Y)[]7, < QTTQ(HYH%IS + 1). In addition we will use Lemma
2

7.2, p.182 from the book by G.DaPrato and J.Zabczyk [3]: for any r > 1 and for
arbitrary L3-valued predictable process ®(t),

S

62 ECsw || [ ol < B[ 193t 0.7

s€[0,t] 0

where C, = (r(2r — 1))"(52-)2". Then

2r—1
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t
63) Bl [ BOJIW.I <Oy / IB(Y)2ds)* <
2 t P P ¢ P
Cp (271 Q)% ( / (1Y |21 + 1)ds)® < C28(TrQ)5e5~ / (1Y 26 + 1)¥ds
0 0

Now we can use inequality (z+1)7 < 297 (z9+1) for any x > 0 for the estimates
(5.1) and (5.3):

t t
B[ IF()llusds) <07 (GTrQr2 1B [ (14 Y [fyg)ds =
0 0

1 t
— 50N TQr B [ Y [fsds)
0

and
t
B / VW,llys < Cy2(TrQ)8es 1281 E [ (14 Y. ys)ds =
— Cy(TrQ)b 2 A (14 B / ¥ 1% 5ds)
Finally,
BVl <2~ B[ NFODnsdsy? + ] [ BOWW

t
<Cpu(t+ B / 1YValtygds),
0

where Cp, ; = 20~  max{3(TrQ)Pt"~*,Cy 201 (TrQ)sts1}.
Thus, E|Y|%¢ < %(ethwt — 1) by Gronwall’s lemma. O

Notation 5.2. Suppose f is a function from SOgg to C. Let Dxf = (Df)(X)
denote a unique element of U such that

(Dx F)(E) = ENX) = &

pn flexp(t§)X), £ e Uy =QY?*soms, X € SOys,

t=0

if the derivative exists. Similarly D% f = (D* f)(X) denotes a unique element of
(USF)* such that

(DXN)(B) = (BNX),  BeUF" X € S0us
and D} f = (DEf)(X) denotes a unique element of (95)®" such that

(DE < )(B) = (Bf)(X),  Be€ g X e€SOnsn).

Later we will use the following notation

X f=YDkf and  (1-D)% =3 DEyf
k=0 k=0
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Recall that we have fixed {f}72,, an orthonormal basis of H,.

Definition 5.3. Let p : SOygs — C. p is called a holomorphic polynomial,
if p is a complex linear combination of finite products of monomials pzﬁ”’l(X ) =
((ReX fm, 1) +ilImX fr, f1))F. We will denote the space of all such polynomials
by HP.

Theorem 5.4. 1. HP C LP, for any p > 1.
2. The kth derivative (D%p)(B) exists and is complex linear for any p € P,
X € SOnus, € (Un)®" = (Q?s0ms)**F.

Proof.

/ Py (X)|P e (dX) = Elp (Vi 4+ DIP = E|(Ye)mi + 6mu)|P* <
Opns

B2 (|(Y)mPF + 1) < 2PV B35 + 1) < o0

Which means that pkm’l € LP for any p > 1. Thus HP C LP(SOpgs, pit)-
To prove the second part is enough to check that p}?’l is holomorphic. Let & be
any element of Uy, then the derivative of pZL’l in the direction of £ can be calculated

by the formula

@GP =5 | el X) =
t=0

= k((Re(EX) fin, f1) + i(Im(EX) fns fi))P] (X)) = kp ' (€X)pi (X).

To prove that p;”’l is holomorphic all we need is to check that Dpzn’l(f )= (épkml)
is complex linear. Indeed, for any a € C we have

(@€)py ) (X) = kpl"! (a€X)pp' | (X) = kapi™ (€X)pp"" (X) = a(Epp)(X)
O

Remark 5.5. Any polynomial p € HP can be written in the following form p(X) =
S T Tr(Ag X) for some Ay € HS. The converse is not true in general,
but the closure in L?(SOgg, ut) of all functions of the form Y7 | [T} Tr(AuX)
coincides with the closure of holomorphic polynomials. Therefore the next definition
is basis-independent, though the definition of HP depends on the choice of {f}72 ;.

Definition 5.6. The closure of all holomorphic polynomials in L?(SOgs, ) is
called HL?*(SOps, f11)-

Lemma 5.7. Let f: SOgs — [0,00] be a continuous function in L?>(SOgs, ).
If | fllen < C < 00, then Ef(X,,) —— Ef(X).

Proof. Note that there exists a subsequence {X,, } such that X,,, —— X a.s.

k—oo

We will prove first that if || f||¢.n, < C < oo, then Ef(X,,) —— Ef(X). Denote
k—oo

gr(w) = f(Xn, (@), 9(w) = f(X(w)),w € Q.
Our goal is to prove that [, gx(w)dP — [, g(w)dP as k — co. Define fj(X) =
min{ f(X),l} for { > 0 and gx(w) = fi(Xn, (W)),q1(w) = fi(X(w)). Then gp; <
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Lg <1 for any w € Q, so [, gri(w)dP — ngl )dP by the Dominated

Convergence Theorem since f is continuous.

/(Qk(w) — g 1(w))dP = / (f(Xy,) —1)dP <

Q {w:f(Xn, )21}

< / S g x5 dP < Il (P f(Xn) > 1)
Q

Wl
N

E|f(Xn,
< Nl 2

by Chebyshev’s inequality. Thus

02
0< [ (90e) — gra@)ar < .
Q

Similarly
1
0< [ (9@) ~ a@)dP < JIFLEIFX)L
Q

Therefore Ef(X,,) — Ef(X) as k — oo.

To complete the proof suppose that the conclusion is not true. Then there is a
subsequence X, such that |Ef(X,, — Ef(X)| > ¢ for any k. However, we always
can choose a subsequence Xnkm such that Xnkm —— X a.s. and therefore

m—00

Ef(Xy,, ) —— Ef(X). Contradiction. O
Corollary 5.8. ||f|le.n. —— || fll¢ for any f € HP.

Proof. From the estimates on E||Y;||},¢ we can find C(p,t) such that ||[p|?[|¢ k) <
C(p,t) for any k. Then apply Lemma 5.7 to f = [p|*. O

6. ESTIMATES OF DERIVATIVES OF HOLOMORPHIC FUNCTIONS

Let SO(c0) denote the closure of U,SOgg(n) in the following Riemannian
metric: d(A, B) = inf{folﬂh( ~Ldh; ds},where h : [0,1] — SOpg,h(0) =
A,h(1) = B}. Note that g = Ung( ) is a Lie algebra and Uy is the closure of
g in the inner product on Uj.

The following estimate was proved by B. Driver and L. Gross in [7] for f €
ICLA(SOms (), 13):

BN er < 1]

where |(6~f)(g)|(g*)®k is (TgG(n)*)®k—norm (which can be identified with (g )®%).
We will need a slight modification of this estimate. Taking supremum over all
B € g7t |8l =1, we get

(6.1) (DR f)(9)I?

where DF is defined for SOy s(n) and g, by Notation 5.2. Note that if || f||;,, are
uniformly bounded, (6.1) gives us a uniform bound, i. e. independent of n. The
following estimates can be proved for DF:

k!
|2 w' ‘Q‘Q/S,for g€ S0pg(n),r>0,s+r<tpecgsk

Ko
2 K lg/s,
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Lemma 6.1. Letr > 0,q+7 <t,X,Y € SOys(n), f € HL*(SOps(n), ut). Then
(DR N)(X) = (DR Y geyex < I f e Ers1d(X,Y),

k)2 X|2+d(X,Y)?/
where Kk:Kk(X7Y):<7T;) el XIP+d(X,Y)*/q

Proof. Take h:[0,1] — SOpg(n) such that h(0) = X,h(1) =Y. Then by (6.1)

‘Dﬁf( ) D f ‘(g )®k |/ ))d8|(g *)®k <

1 d 1 p
/0@(Dﬁf)(h(s))kg;)@kdsg/o |D(D;§f)(h(s))(%h(s))|(g:1)®,calsg

1
d
| IDUDEN BN 0050 |5, 501005 <

(k+1)! u
Hf”tn( AT Sl[zpl elhCl* /q \ ()T () 5Oms(n)d8 <
(/C + 1) 1/2 2 2 1 d
||f||tn( e ) sup el +d(r(0),h(w)?/q |d*h(8)|Th<s>SoHs(n)dS
u€(0,1] 0 S

Taking infimum over all such h we see that

k4 1)1\ 1/2 2 2
IDEFX) = DSl gsyoe < 1 llon (i) el acen?rag x v,

PRl
O
Lemma 6.2. Let X € SOgus(n), f,g € HL*(SOps(n), ul),t > 0. Then
Dy f(X) = Dy g(X)|(gsyor < Millf = gllem,

w2 xe
where My, = My (X,t) = (W) e .
Proof. From (6.1) we have that for r > 0,¢g+r <t

D3 f(X) = Dyg(X)|fgyer < If — g”tn el XV"/a,

Now take ¢ = r = t/2 to get what we claimed. O

Lemma 6.3. Let X € SOps(n), € € gn, f € HL?*(SOps(n), ult). Then there is a
constant C'= C(X, £, t) > 0 such that

f(eX) — f(X)

| — (Dx O] < [ flle.nCu

for small enough u > 0.
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Proof. Let h(s) = e€X,0< s <u.

feX) — f(X)

— 1 [ G0 — Dx s = [ (Du NG - (Dx A(E)s =

u

== [ 0uonie - oxne)as

U Jo
Thus by Lemma 6.1 for any » > 0, +r < ¢

f(eX) — [(X)

| - 0x©1 < 5 [ 1Pwo 1O - (Dx1Eds <

1 u
o I Ba). X)dl0(5). e ds <
< 1 /u ||f||tnQe(lXIQHKH?}o52)/qs||§H%] ds —
u Jo Tor °

2 1 [ ) )
= ||f|t,nf€xl2/q£||%]0/ SIEND /D% g g —
T u Jo

(€l /0w _

— 4 I1x1?/q€ < C
HfIItmﬂTe " < N fllenCu

for small u. O

Theorem 6.4. Let f be a function on U,SOps(n). Suppose that f|so, ) 15
holomorphic for anyn and || f||¢n < Cy < 0o. Then there exists a unique continuous
function g on SO(00) such that g|so,sm) = f for any n.

Proof. Take X € SO(00). We would like to define g by

g(X) = lim f(Xn), Xn€SOys(n), X, —+— X.

n—oo
Let us check that the limit exist. Assume that [ < n. By Lemma 6.1 for
X, X; € SOgs(n)

|Dkf(Xn) - Dkf()(l)|(g;)®’C < Hf”t,nKk-i-l(XnvXl)d(XnaXl)
g Cth+1(Xn; Xl)d(Xanl)

Thus f(X,,) is a Cauchy sequence and therefore the limit exists.
The uniqueness of the extension follows from this simple argument:

|91(X) = g2(X)] < [g1(X) = 91(Xn)[ 4 191(Xn) — g2(Xn)| + [92(Xn) — g2(X)| =

=191(X) = 91 (Xn)| + |92(X0n) — g2(X)| —— 0

n—oo

for X,, € SOps(n), X € SO(c0), X, —2— X. O

n—oo
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7. THE ISOMETRIES

In Section 6 we noted that g = U, g, = Unso(n) is a Lie algebra which is dense
in Uy. For this Lie algebra ( with the inner product ((,-)) ) and its Lie subalgebras
g, we can consider T, T', Ty, J, J°, JP defined in Section 2.

Notation 7.1.
T(g)=TT(g) =T T;(g) = T7, T(g(n)) = Tn, T"(g(n)) = T}, Ty'(g(n)) = T},
J(g) = J,7%g) = J°, I} (9) = J}, I (g(n)) = Ju, J°(8(n)) = Jp, I (a(n)) = J,..
The norm defined by Equation (2.2) will be denoted by |- |+ for g and by | - |¢.n for
In-

Lemma 7.2. Suppose f |50,4(n)€ HL2(SOms(n), u?) for all n. Then 1f e <
I fllens1 for any n.

Proof. First of all, ||f||7,, = |(1 — D), Lf|?,, by the Driver-Gross isomorphism,
where (1= D)7 2, = | Sizg(DEF) ()2 - Note that
(Drf)EF = > -Gt
1<ipm <dimgn
for any orthonormal basis {¢ ;ng" of g,,. Therefore |(DE f)(e)|? < |(DE,,f)(e)|?,

so the claim holds.

Theorem 6.4 allows us to introduce the following definition.

Definition 7.3. HL?(SO(c0)) is a space of continuous functions on SO(co) such
that their restrictions to SOgs(n) are holomorphic for every n and

£ llt.00 =supp {1 flle,n} = limn—oo || fllen < o0

Theorem 7.4. The embedding of HP into HL?*(SO(x)) can be extended to an
isometry from HL?(SOgs, pt) into HL?(SO(c0)).

Proof. By Theorem 5.4 HP C L?(SOgs, pit). In addition, by Corollary 5.8

Ipllte —— lIplles P € HDP.
n—oo

Therefore ||p||¢,00 = ||p]|: and so the embedding is an isometry.
HL?(SOys, jut) is the closure of HP, therefore the isometry extends to it from
HP. O

Theorem 7.5. (1— D).

e

Yis an isometry from HL?(SO(0)) into Jp.

Proof. T, is a subalgebra of T'. Note that T, can be easily identified with a subspace
of T”. Namely, for any a, € T, we can define o as follows:

o, on T,
o =
0 on Tnl
Therefore T, = (T:+)°. Define II,, to be an orthogonal projection from T to T;,. Let

IT/, denote the following map from 7" to T),: (Il )(z) = a(Il,x), 0 € T',z € T.
Then I}, o (1 = D)7t : HL?(SOps, pe) — T}, is equal to (1 — D), L. Indeed, note
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m=dimgn

me1 is an orthonormal

that if we choose an orthonormal basis of g so that {&,,}
basis of g,,, then II,, can be described explicitly
0 if ks > dim g, for some 1< s<!
iy @&y @ ... @ &, otherwise

And (I}, o (1— D) fib @81, ® .. @E&ky) = (L=D) " f, I (hy @, @ .. @ Ey)) =
1f ks > dim g, for some 1< s <1
Vol fy &y ® &gy @ ... @ &) otherwise

Solll,o(1-D);t = . B. Driver and L. Gross proved in [7] that II}, o (1 —
D)’1 is an 1sometry from U{LQ (S0 s(n), py) into JP,,. Let us define a restriction

map R,: HL?*(SO(c0)) — HL*(SOps(n), ut) by f+— flsousn)- Thus we have

a commutative diagram:

IL, (&, ® &y ® . ® &ky) = {

HL2(SO(cc)) 7P o

® | [

1-D) !
HL2(SOms(n), ui) ——20me . yo

. t,n
Driver-Gross ’

-1
e

Now we can prove that (1 — D). ' is an isometry.

[fllt,00 = T [[flle,n = T [|Rp flin
n—oo n—oo
by Proposition 7.2. It is clear that |II}, |, = |}, —— |af; for any a €
n—oo
T’'. In particular, |II/, o (1 — D) flyn — [(1 — D)1 fl;. At the same time
n—oo

I, 0 (1 = D) flewm = (1 = D)gg o Ruflen = [Raflln —— [[flleoc by the
Driver-Gross isomorphism. O

Theorem 7.6. HL?(SO(c0)) is a Hilbert space.

Proof. It is clear that || - ||4,00 i & seminorm. Suppose that ||f||;,cc = 0. Then
|| £ll¢.. = O for any n,t > 0. We know that HL?(SOps(n), ) is a Hilbert space,
therefore f|so, sy = 0 for all n. By Lemma 6.4 we have that f|so, () = 0.
Thus || - ||t,c0 is & norm.

Let us now show that HL?(SO(00)) is a complete space. Suppose {f, }5_; is a
Cauchy sequence in HL?(SO(o0)). Then { fim |s0,5(n) o= is a Cauchy sequence
in HL?(SOps(n), uy) for all n. Therefore there exists g, € HL*(SOps(n)) such
that fi [s0,s(n)—— gn- Note that gnim|s0,sn) = gn- In addition,

(7.1) Mlgnllen < 1fmlsousmllen + 1 fmlsonsm) = gnllen <
Hmet,oo + ||fm|SOHs(n) - gn'ltm-

Note that {|| fim (finite) limit as
m — oo. Taking a limit in (7.1) as m — oo we get that {||g,||¢,n}22, are uniformly
bounded.

By Lemma 6.4 there exists a continuous function g on SOpgg(o0) such that
9 1s0ss(m)= gn- Thus g € HL?(SO(00)). Now we need to prove that f,, —— ¢

m— 00
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in HL?(SO()). Let a = (1 — D)-'g, apy = (1 — D) fm. By Theorem 7.5
(1 — D). ! is an isometry, so oy, is a Cauchy sequence in JP. Thus there exists
o' € JP such that a,;, —— o’ (in JP). The question is whether o = o’'.

Using the same notation as in the proof of Theorem 7.5 we see that
Ma=(1-D),tg and oy =(1—-D), ¢ fm

We know that HL?(SOgs(n), u}) is a Hilbert space, therefore I, ac = IT/, for
any n. Thus a = o/, which completes the proof. O

Remark 7.7. Note that SOgg(n) are not simply connected and therefore the map
(1— D). ! may not be surjective. It is known that if a connected (finite dimensional)
Lie group G is simply connected, then the map (1 — D). ! is surjective. At the same
time if G is not simply connected, then this map is not onto. Our proof of Theorem
7.5 did not rely on any specific properties of groups SOgg(n), therefore one can
prove an analog of this theorem in a more abstract situation. In particular, if we
consider a sequence of finite dimensional connected simply connected Lie groups
{G,}2,, the surjectivity of the map (1 — D)_! can be proved.

€

8. TRIVIALITY OF Jto FOR AN INVARIANT INNER PRODUCT

If we have an isometry described above then the size of J_ gives us information
about how many square-integrable holomorphic functions might exist. Indeed, if
J? is isomorphic to C, then the only such functions can be constants. This is
exactly the situation that happens in the case of an Ad-invariant inner product on
Lie(SOgs). To see this we will use the following theorem.

Theorem 8.1. Suppose g is a Lie algebra with an inner product (-,-). Assume that
there is an orthonormal basis {{x}52, of g such that for any k there are nonzero
ai € C and an infinite set of distinct pairs (im, jm) satisfying &, = &, &)
Then J? is isomorphic to C.

Proof of Theorem 8.1. First we prove that & lies in the completion of J in the
norm defined by (2.1) for any k, ¢ > 0.

Indeed, denote n,, = &, ®&;,. — & @&

Then 7, L m for any m # I and ||n,|[¢ = |[ml|¢ for any m,l. From the assump-
tions on g we know that 7, — a—lkgk € J for all m. If we define u, = %anzl M,

then i, + & = + >0 (m + &) lies in J. Note that

lﬂnlf: Znnmnt:fnmnf—w

This shows that p, + £ —— & and therefore & lies in J.

Denote by T!< a subspace of T} containing tensors of order greater than 1, then
T; = T}< @ C. By the above J is dense in T}!'< for any ¢ > 0 and J? = T; N J° is
isomorphic to C for such g. O

Corollary 8.2. J? is trivial for g = sogs with (-,-) = {-,")gs.
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Proof. Take an orthonormal basis {fn}3o_; in H,. Then b;;,i < j defined by
bijfi = —fj,bif; = fi,bij fm = 0 for m # 4, j is an orthogonal basis of sogs. One
can think of b;; as the following infinite matrices:

i
bi; = ) 0 1
7 0 —1 ...
Operators b;; satisfy the following identity: [bix,bjx] = —bi; for k # i,k # j.
Therefore J? is trivial by Theorem 8.1. O
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