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Abstract. We study asymptotic limit of random pure dimer coverings on rail yard
graphs when the mesh sizes of the graphs go to 0. Each pure dimer covering corresponds
to a sequence of interlacing partitions starting with an empty partition and ending in
an empty partition. Under the assumption that the probability of each dimer covering is
proportional to the product of weights of present edges, we obtain the limit shape (Law of
Large Numbers) of the rescaled height function and the convergence of unrescaled height
fluctuation to a diffeomorphic image of Gaussian Free Field (Central Limit Theorem); an-
swering a question in [6]. Applications include the limit shape and height fluctuations for
pure steep tilings ([8]) and pyramid partitions ([20, 35, 36, 37]). The technique to obtain
these results is to analyze a class of Mcdonald processes which involve dual partitions as
well.

1. Introduction

A dimer cover, or perfect matching on a graph is a subset of edges such that each vertex
is incident to exactly one edge in the subset. The dimer model is a probability measure
on the set of perfect matchings (See [21]). The dimer model is a natural mathematical
model for the structures of matter; for example, each perfect matching on a hexagonal
lattice corresponds to a double-bond configuration of a graphite molecule; the dimer model
on a Fisher graph has a measure-preserving correspondence with the 2D Ising model (see
[14, 31, 25]).

Just as in the structure of matter different molecule configurations have certain probabil-
ities to occur depending on the underlying energy, mathematically we define a probability
measure on the set of all perfect matchings of a graph depending on the energy of the dimer
configuration, quantified as the product of weights of present edges in the configuration.
The asymptotical behavior and phase transition of the dimer model has been an interesting
topic for mathematicians and physicists for a long time. A combinatorial argument shows
that the total number of perfect matchings on any finite planar graph can be computed by
the Pfaffian of the corresponding weighted adjacency matrix ([18, 16]). The local statis-
tics can be computed by the inverse of the weighted adjacency matrix ([19]); a complete
picture of phase transitions was obtained in [23]. Empirical results shows that in large
graphs, there are certain regions where the the configuration is almost deterministic, i.e.
one type of edges have very high probability to occur in the dimer configuration. These
are called “frozen regions”, and their boundary are called “frozen boundary”. When the
mesh size of the graph goes to 0 such that the graph approximates a simply-connected
region in the plane, the limit shape of height functions can be obtained by a variational
principle ([10]), and the frozen boundary is proved to be an algebraic curve of a specific
type called the cloud curve ([22]). It is also known that the fluctuations of (unrescaled)
dimer heights converge to the Gaussian free field (GFF) in distribution when the boundary
satisfies certain conditions ([19, 26]).
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In this paper, we investigate perfect matchings on a general class of bipartite graphs
called rail-yard graph. This type of graphs were defined in [6], and the formula to compute
the partition function of pure dimer coverings on such graphs was also proved in [6]. The
major goal of the paper is to study the limit shape and height fluctuations of pure dimer
coverings on such graphs. Special cases of rail-yard graphs include the Aztec diamond
([12, 13, 17, 9]), the pyramid partition ([36]), the steep tiling ([8]), the tower graph ([5]),
the contracting square-hexagon lattice ([7, 29, 27, 24]) and the contracting bipartite graph
([28]). Pure dimer coverings on rail-yard graphs are in one-to-one correspondence with
sequences of partitions, and the probability distribution of these sequences of partitions
corresponding to that of pure dimer coverings forms a generalized version of McDonald
processes. The observables of Mcdonald processes have been extensively studied in [3, 4],
and applied to study the asymptotics of lozenge tilings in [11, 1]. Unlike [11, 1], the
Mcdonald processes used to study dimer configurations on rail-yard graph involve dual
partitions as well. Such Macdonald process can also be obtained from the Macdonald
processes defined in [3, 4] by a specialization, which is a homomorphism from the algebra
of symmetric polynomials to C, but not a function evaluation. As a result, we obtain the
Law of Large Numbers and the Central Limit Theorem for perfect matchings on a large
class of graphs, including the well-known pure steep tilings and ([8]) and pyramid partitions
([20, 35, 36, 37]).

The organization of the paper is as follows. In Section 2, we define the rail-yard graph,
the perfect matching and the height function, and review related technical facts. In Section
3, we discuss a class of Mcdonald processes related to the probability measure of perfect
matchings on the rail-yard graphs. In 4, we compute the moments of height functions
of perfect matchings on rail-yard graphs by computing the observables in the generalized
Mcdonald processes. In Section 5, we study the asymptotics of the moments of the random
height functions and prove its Gaussian fluctuation in the scaling limit. In Section 6, we
prove an integral formula for the Laplace transform of the rescaled height function (see
Lemma 6.1), which turns out to be deterministic, as a 2D analog of law of large numbers.
We further obtain an the explicit formula for the frozen boundary in the scaling limit. In
Section 7, we prove that the fluctuations of unrescaled height function converges to the
pull-back Gaussian Free Field (GFF) in the upper half plane under a diffeomorphism from
the liquid region to the upper half plane (see Theorem 7.7). In section 8, we discuss specific
examples of the rail-yard graph, such that the limit shape and height fluctuations of perfect
matchings on these graphs can be obtained by the technique developed in the paper; these
examplse include the pure steep tilings and pyramid partitions. In Apendixes A and B, we
include some known technical results.

2. Backgrounds

In this section, we define the rail-yard graph, the perfect matching and the height func-
tion, and review related technical facts.

2.1. Weighted rail-yard graphs. Let l, r ∈ Z such that l ≤ r. Let

[l..r] := [l, r] ∩ Z,

i.e., [l..r] is the set of integers between l and r. For a positive integer m, we use

[m] := {1, 2, . . . ,m}.
Consider two binary sequences indexed by integers in [l..r]
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y = 0

y = 4

y = −4
L+ R+ R− L−

Figure 2.1. A rail yard graph with LR sequence a = {L,R,R,L}and sign
sequence b = {+,+,−,−}. Odd vertices are represented by red points,
and even vertices are represented by blue points. Dark lines represent a
pure dimer covering. Assume that above the horizontal line y = 4, only
horizontal edges with an odd vertex on the left are present in the dimer
configuration; and below the horizontal line y = −4, only horizontal edges
with an even vertex on the left are present in the dimer configuration. The
corresponding sequence of partitions (from the left to the right) is given by
∅ ≺ (2, 0, . . .) ≺′ (3, 1, 1, . . .) �′ (2, 0, . . .) � ∅.

• the LR sequence a = {al, al+1, . . . , ar} ∈ {L,R}[l..r];
• the sign sequence b = (bl, bl+1, . . . , bl) ∈ {+,−}[l..r].

The rail-yard graph RY G(l, r, a, b) with respect to integers l and r, the LR sequence a and
the sign sequence b, is the bipartite graph with vertex set [2l − 1..2r + 1] ×

{
Z + 1

2

}
. A

vertex is called even (resp. odd) if its abscissa is an even (resp. odd) integer. Each even
vertex (2m, y), m ∈ [l..r] is incident to 3 edges, two horizontal edges joining it to the odd
vertices (2m− 1, y) and (2m+ 1, y) and one diagonal edge joining it to

• the odd vertex (2m− 1, y + 1) if (am, bm) = (L,+);
• the odd vertex (2m− 1, y − 1) if (am, bm) = (L,−);
• the odd vertex (2m+ 1, y + 1) if (am, bm) = (R,+);
• the odd vertex (2m+ 1, y − 1) if (am, bm) = (R,−).

See Figure 2.1 for an example of a rail-yard graph.
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The left boundary (resp. right boundary) of RY G(l, r, a, b) consists of all odd vertices
with abscissa 2l−1 (resp. 2r+1). Vertices which do not belong to the boundaries are called
inner. A face of RY G(l, r, a, b) is called an inner face if it contains only inner vertices.

We assign edge weights to a rail yard graph RY G(l, r, a, b) as follows:

• all the horizontal edges has weight 1; and
• each diagonal edge adjacent to a vertex with abscissa 2i has weight xi.

2.2. Dimer coverings and pure dimer coverings.

Definition 2.1. A dimer covering is a subset of edges of RY G(l, r, a, b) such that

(1) each inner vertex of RY G(l, r, a, b) is incident to exactly one edge in the subset;
(2) each left boundary vertex or right boundary vertex is incident to at most one edge

in the subset;
(3) only a finite number of diagonal edges are present in the subset.

A pure dimer covering of RY G(l, r, a, b) is dimer covering of RY G(l, r, a, b) satisfying the
following two additional conditions

• each left boundary vertex (2l− 1, y) is incident to exactly one edge (resp. no edges)
in the subset if y > 0 (resp. y < 0).
• each right boundary vertex (2r+1, y) is incident to exactly one edge (resp. no edges)

in the subset if y < 0 (resp. y > 0).

See Figure 2.1 for an example of pure dimer coverings on a rail yard graph.
For a dimer covering M on the rail-yard graph RY G(l, r, a, b), define the associated

height function hM on faces of RY G(l, r, a, b) as follows. We first define a preliminary
height function hM on faces of RY G(l, r, a, b). Note that there exists a positive integer
N > 0, such that when y < −N , only horizontal edges with even vertices on the left are
present. Fix a face f0 of RY G(l, r, a, b) such that the midpoint of f0 is on the horizontal
line y = −N , and define

hM (f0) = 0.

For any two adjacent faces f1 and f2 sharing at least one edge,

• If moving from f1 to f2 crosses a present (resp. absent) horizontal edge in M with
odd vertex on the left, then hM (f2)− hM (f1) = 1 (resp. hM (f2)− hM (f1) = −1).
• If moving from f1 to f2 crosses a present (resp. absent) diagonal edge in M with

odd vertex on the left, then hM (f2)− hM (f1) = 2 (resp. hM (f2)− hM (f1) = 0).

Let h0 be the preliminary height function associated to the dimer configuration satisfying

• no diagonal edge is present; and
• each present edge is horizontal with an even vertex on the left.

The height function hM associated to M is then defined by

hM = hM − h0.(2.1)

Let m ∈ [l..r]. Let x = 2m− 1
2 be a vertical line such that all the horizontal edges and

diagonal edges of RY G(l, r, a, b) crossed by x = 2m− 1
2 have odd vertices on the left. Then

for each point
(
2m− 1

2 , y
)

in a face of RY G(l, r, a, b), we have

hM

(
2m− 1

2
, y

)
= 2

[
N−h,M

(
2m− 1

2
, y

)
+N−d,M

(
2m− 1

2
, y

)]
;(2.2)
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where N−h,M
(
2m− 1

2 , y
)

is the total number of present horizontal edges in M crossed by

x = 2m − 1
2 below y, and N−d,M

(
2m− 1

2 , y
)

is the total number of present diagonal edges

in M crossed by x = 2m− 1
2 below y. From the definition of a pure dimer covering we can

see that both N−h,M
(
2m− 1

2 , y
)

and N−d,M
(
2m− 1

2 , y
)

are finite for each finite y.

Note also that x = 2m + 1
2 is a vertical line such that all the horizontal edges and

diagonal edges of RY G(l, r, a, b) crossed by x = 2m + 1
2 have even vertices on the left.

Then for each point
(
2m+ 1

2 , y
)

in a face of RY G(l, r, a, b), we have

hM

(
2m+

1

2
, y

)
= 2

[
J−h,M

(
2m+

1

2
, y

)
−N−d,M

(
2m+

1

2
, y

)]
;(2.3)

where J−h,M
(
2m+ 1

2 , y
)

is the total number of absent horizontal edges in M crossed by

x = 2m + 1
2 below y, and N−d,M

(
2m+ 1

2 , y
)

is the total number of present diagonal edges

in M crossed by x = 2m+ 1
2 below y. From the definition of a pure dimer covering we can

also see that both J−h,M
(
2m+ 1

2 , y
)

and N−d,M
(
2m+ 1

2 , y
)

are finite for each finite y.

2.3. Partitions. A partition is a non-increasing sequence λ = (λi)i≥0 of non-negative
integers which vanish eventually. Let Y be the set of all the partitions. The size of a
partition is defined by

|λ| =
∑
i≥1

λi.

Two partitions λ and µ are called interlaced, and written by λ � µ or µ ≺ λ if

λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ λ3 . . .

When representing partitions by Young diagrams, this means λ/µ is a horizontal strip.
The conjugate partition λ′ of λ is a partition whose Young diagram Yλ′ is the image of the
Young diagram Yλ of λ by the reflection along the main diagonal. More precisely

λ′i := |{j ≥ 0 : λj ≥ i}| , ∀i ≥ 1.

The skew Schur functions are defined in Section I.5 of [30].

Definition 2.2. Let λ, µ be partitions. Define the skew Schur functions as follows

sλ/µ = det
(
hλi−µj−i+j

)l(λ)

i,j=1

Here for each r ≥ 0, hr is the rth complete symmetric function defined by the sum of all
monomials of total degree r in the variables x1, x2, . . .. More precisely,

hr =
∑

1≤i1≤i2≤...≤ir

xi1xi2 · · ·xir

If r < 0, hr = 0.
Define the Schur function as follows

sλ = sλ/∅.

For a dimer covering M of RY G(l, r, a, b), we associate a particle-hole configuration to
each odd vertex of RY G(l, r, a, b) as follows: let m ∈ [l..(r + 1)] and k ∈ Z: if the odd
endpoint

(
2m− 1, k + 1

2

)
is incident to a present edge in M on its right (resp. left), then

associate a hole (resp. particle) to the odd endpoint
(
2m− 1, k + 1

2

)
. When M is a pure
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dimer covering, it is not hard to check that there exists N > 0, such that when y > N ,
only holes exist and when y < −N , only particles exist.

We associate a partition λ(M,m) to the column indexed by m of particle-hole configura-
tions, which corresponds to a pure dimer covering M adjacent to odd vertices with abscissa
(2m− 1) as follows. Assume

λ(M,m) = (λ
(M,m)
1 , λ

(M,m)
2 , . . .),

Then for i ≥ 1, λ
(M,m)
i is the total number of holes in M along the vertical line x = 2m−1

below the ith highest particles. Let l(λ(M,m)) be the total number of nonzero parts in the

partition λ(M,m).
We define the charge c(M,m) on column (2m− 1) for the configuration M as follows:

c(M,m) = number of particles on column (2m− 1) in the upper half plane(2.4)

−number of holes on column (2m− 1) in the lower half plane

The weight of a dimer covering M of RY G(l, r, a, b) is defined as follows

w(M) :=
r∏
i=l

x
di(M)
i ,

where di(M) is the total number of present diagonal edges of M incident to an even vertex
with abscissa 2i.

Let λ(l), λ(r+1) be two partitions. The partition function Zλ(l),λ(r+1)(G, x) of dimer cov-

erings on RY G(l, r, a, b) whose configurations on the left (resp. right) boundary correspond

to partition λ(l) (resp. λ(r+1)) is the sum of weights of all such dimer coverings on the graph.

Given the left and right boundary conditions λ(l) and λ(r+1), respectively, the probability
of a dimer covering M is then defined by

Pr(M |λ(l), λ(r+1)) :=
w(M)

Zλ(l),λ(r+1)(G, x)
.(2.5)

Note that pure dimer coverings have left and right boundary conditions given by

λ(l) = λ(r+1) = ∅;(2.6)

respectively.
Let f be an inner face of RY G(l, r, a, b). Let M be a dimer covering of C. If exactly

half of the edges bordering f are present in M , we can obtain another dimer covering M ′

from M , such that M ′ and M coincide on each edge not bordering f ; while for an edge
bordering f , it is present in M ′ if and only if it is absent in M . In particular, M and M ′

have the same configuration on the left and right boundary. The operation of replacing M
by M ′ is called a flip of f ; see Figures 2.2-2.5, where odd vertices are represented by red
dots, even vertices are represented by blue dots.

Then we have the following lemma.

Lemma 2.3. Let M be a pure dimer covering on the rail-yard graph RY G(l, r, a, b). Then

c(M,m) = 0, ∀m ∈ [l..(r + 1)].

Proof. Let M0 be the pure dimer covering on RY G(l, r, a, b) such that

• all the present edges in the upper half plane are horizontal with odd vertex on the
left; and
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←→

←→

←→

←→
Figure 2.2. Flip of dimer configurations on a face between two columns
(L−, L−), (L−, R−), (L−, L+), (L−, R+)

←→

←→

←→

←→
Figure 2.3. Flip of dimer configurations on a face between two columns
(L+, L−), (L+, L+), (L+, R+), (L+, R−).

• all the present edges in the lower half plane are horizontal with even vertex on the
left.

It is straightforward to check that in the particle-whole representation for any column in
M0, the upper half plane only has holes, while the lower half plane only has particles. By
(2.4) we obtain

c(M0,m) = 0, ∀m ∈ [l..(r + 1)].

By Section 2.3 of [6] (see also [33]), any pure dimer covering M of RY G(l, r, a, b) can be
obtained from M0 by finitely many flips. The particle-hole configuration is associated to
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←→

←→

←→

←→
Figure 2.4. Flip of dimer configurations on a face between two columns
(R+, L+), (R+, L−), (R+, R−), (R+, R+).

←→

←→

←→

←→
Figure 2.5. Flip of dimer configurations on a face between two columns
(R−, L+), (R−, L−), (R−, R+), (R−, R−)

each odd vertex. The particle-hole configuration for each type of flips in Figures 2.2-2.5
are shown as in Figure 2.6, where particles are represented by black dots, while holes are
represented by circles.

Each local particle-hole configuration in Figure 2.6 consists of two adjacent rows. The
following cases might occur

• both rows are in the upper half plane; or
• both rows are in the lower half plane; or
• the top row is in the upper half plane and the bottom row is in the lower half plane.
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←→ ←→

←→ ←→

←→ ←→

←→ ←→

←→
Figure 2.6. Flip of particle-hole configurations on a face between two
columns L− and L− corresponding to Figure 2.2(1)(3), Figure 2.2(2), Fig-
ure 2.2(4), Figure 2.3(1)(2), Figure 2.3(3), Figure 2.4(1)(2) and Figure
1.4(1)(2), Figure 2.4(3) and Figure 1.4(4), Figure 2.4(4) and Figure 1.4(3)

It is straightforward to check that for each one of the 3 cases above, and each type particle-
hole configuration change corresponding to a specific type of flip in Figure 2.6, the charge
cM,m for all m ∈ [l..r + 1] remains unchanged. Then for any pure dimer covering M ,

c(M,m) = c(M0,m) = 0.

Then the lemma follows. �

2.4. Asymptotic height function. Let M be a dimer covering of RY G(l, r, a, b). Let

Y (i,M,m) be the ordinate of the ith highest particle along the line x = 2m− 1 for the pure
dimer covering M . Then by (2.4) we obtain

λ
(M,m)
i = Y (i,M,m) − c(M,m) + i− 1

2
.(2.7)

Assume k log t < 0, we have∫ ∞
−∞

hM (x, y)tkydy =
1

k log t

∫ ∞
−∞

hM (x, y)
deky log t

dy
dy(2.8)

= − 1

k log t

∫ ∞
−∞

eky log tdhM (x, y)

dy
dy
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Let x = 2m− 1
2 . From (2.2), we obtain

dhM (2m− 1
2 , y)

dy
= 2

1−
l(λ(M,m))∑

i=1

1[Y (i,M,m)− 1
2
,Y (i,M,m)+ 1

2
](y)

 .(2.9)

Here for A ⊆ R, 1A(y) : R→ {0, 1} is the indicator function for the set A, i.e.,

1A(y) =

{
1 if y ∈ A;

0 otherwise.

By (2.7) we obtain for 1 ≤ i ≤ l(λ(M,m))

Y (i,M,m) =
1

2
+ λ

(M,m)
i − i+ c(M,m).(2.10)

Let

BM (m) := Y (l(λ(M,m))+1) +
1

2
;

Note that below BM (m), only particles are present along the vertical line y = 2m − 1,
hence we have

dhM (2m− 1
2 , y)

dy
= 0, ∀y < BM (m).

Moreover, since the charge c(M,m) = 0, there are exactly the same number of particles on
the upper half plane and holes in the lower half plane along the line x = 2m− 1, we obtain

−BM (m) = number of particles at (2m− 1, y) with BM (m) < y < 0

+number of holes at (2m− 1, y) with BM (m) < y < 0

= number of particles at (2m− 1, y) with BM (m) < y < 0

+number of particles at (2m− 1, y) with y > 0

= l(λ(M,m)).(2.11)

Then from (2.8) (2.9) we obtain∫ ∞
−∞

hM (x, y)tkydy

= − 2

k log t

∫ ∞
BM (m)

eky log tdy +
2

k log t

∫ ∞
BM (m)

l(λ(M,m))∑
i=1

1[Y (i,M,m)− 1
2
,Y (i,M,m)+ 1

2
](y)eky log tdy

=
2tkBM (m)

(k log t)2
+

2

(k log t)2

l(λ(M,m))∑
i=1

(
ek(Y (i,M,m)+ 1

2
) log t − ek(Y (i,M,m)− 1

2
) log t

)
By (2.10), we obtain∫ ∞
−∞

hM (x, y)tkydy =
2tk(BM (m)+l(λ(M,m)))

(k log t)2

t−kl(λ(M,m)) + (1− t−k)
l(λ(M,m))∑

i=1

tk(λ
(M,m)
i +c(M,m)−i+1)


=

2

(k log t)2

t−kl(λ(M,m)) + (1− t−k)
l(λ(M,m))∑

i=1

tk(λ
(M,m)
i +c(M,m)−i+1)

 ;(2.12)
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where the last identity follows from (2.11). In particular if M is a pure dimer covering, we
have∫ ∞

−∞
hM (x, y)tkydy =

2

(k log t)2

t−kl(λ(M,m)) + (1− t−k)
l(λ(M,m))∑

i=1

tk(λ
(M,m)
i −i+1)

 ;

The bosonic Fock space B is the infinite dimensional Hilbert space spanned by the
orthonormal basis vectors |λ〉, where λ runs over all the partitions. Let 〈λ| denote the dual
basis vector. Let x be a formal or a complex variable. Introduce the operators ΓL+(x),
ΓL−(x), ΓR+(x), ΓR−(x) from B to B as follows

ΓL+(x)|λ〉 =
∑
µ≺λ

x|λ|−|µ||µ〉; ΓR+(x)|λ〉 =
∑
µ′≺λ′

x|λ|−|µ||µ〉;

ΓL−(x)|λ〉 =
∑
µ�λ

x|µ|−|λ||µ〉; ΓR−(x)|λ〉 =
∑
µ′�λ′

x|µ|−|λ||µ〉;

Such operators were first studied in [32] for random partitions.

Lemma 2.4. Let a1, a2 ∈ {L,R}. We have the following commutation relations for the
operators Γa1,±, Γa2,±.

Γa1,+(x1)Γa2,−(x2) =

{
Γa2,−(x2)Γa1,+(x1)

1−x1x2 if a1 = a2

(1 + x1x2)Γa2,−(x2)Γa1,+(x1) if a1 6= a2.
.

Moreover,

Γa1,b(x1)Γa2,b(x2) = Γa2,b(x2)Γa1,b(x1);

for all a1, a2 ∈ {L,R} and b ∈ {+,−}.
Proof. See Proposition 7 of [6]; see also [37, 2]. �

Given the definitions of the operators Γa,b(x) with a ∈ {L,R}, b ∈ {+,−}, it is straight-
forward to check the following lemma.

Lemma 2.5. The partition function of dimer coverings on a rail yard graph G = RY G(l, r, a, b)

with left and right boundary conditions given by λ(l), λ(r+1), respectively, is

Zλ(l),λ(r+1)(G;x) = 〈λ(l)|Γalbl(xl)Γal+1bl+1
(xl+1) · · ·Γarbr(xr)|λ(r+1)〉(2.13)

Corollary 2.6. The partition function of pure dimer coverings can be computed as follows:

Z∅,∅(G;x) =
∏

l≤i<j≤r;bi=+,bj=−
zi,j(2.14)

where

zij =

{
1 + xixj if ai 6= aj

1
1−xixj if ai = aj

(2.15)

Proof. The corollary follows from Lemma 2.5 by letting λ(l) = λ(r+1) = ∅; it also appears
in Proposition 8 of [6] for (2.13); and Theorem 1 of [6] for (2.14). �

Remark. The partition function Z(G;x) is always well-defined as a power series in x.
When we consider the edge weights xi’s to be positive numbers, to make sure the conver-
gence of the power series representing the partition function, we need to assume that
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• For any i, j ∈ [l..r], i < j, ai = aj and bi = +, bj = − we have

xixj < 1.

However, when considering the corresponding probability measure, we do not necessarily
need this assumption.

2.5. Piecewise Periodicity of a and b. We shall assume that the sequences a and b
describing the structure of the graph satisfy the following piecewise periodicity assumption.

Assumption 2.7. Let ε > 0 be a small positive parameter.

(1) Let l(ε) < r(ε) be the integers representing the left and right boundary of the rail-yard
graph depending on ε such that

lim
ε→0

εl(ε) = l(0) < r(0) = lim
ε→0

εr(ε)

so that the scaling limit of the sequence of rail-yard graphs {εRY G(l(ε), r(ε), a(ε), b(ε))}ε>0,

as ε→ 0, has left boundary given by x = 2l(0) and right boundary given by x = 2r(0).
(2) Let n be a positive integer independent of ε. Assume for each ε > 0, the sequence

a(ε) with indices in in
(
l(ε), r(ε)

)
is n-periodic. More precisely, for any integers i, j

satisfying

l(ε) < i < j ≤ r(ε), and [(i− j) mod n] = 0,(2.16)

then

a
(ε)
i = a

(ε)
j .

Moreover, assume that for each ε > 0,

NL := {i ∈ [n] : a
(ε)
i = L}; NR := {i ∈ [n] : a

(ε)
i = R}.

then NL and NR are independent of ε.
(3) Assume for each ε > 0, there exist integers

l(ε) = v
(ε)
0 < v

(ε)
1 < . . . < v(ε)

m = r(ε);

such that for each p ∈ [m], the sequence b(ε) with indices in in
(
v

(ε)
p−1, v

(ε)
p

)
is n-

periodic. More precisely, for any integers i, j satisfying

v
(ε)
p−1 < i < j ≤ v(ε)

p , and [(i− j) mod n] = 0,(2.17)

then

b
(ε)
i = b

(ε)
j ;

Here m is a positive integers independent of ε.
(4) There exist

0 = l(0) = V0 < V1 < . . . < Vm = r(0),

such that

lim
ε→0

εv(ε)
p = Vp, ∀p ∈ [m].

(5) For each p ∈ [m], j ∈ [n], a ∈ {L,R}, b ∈ {+,−},

lim
ε→0

∣∣∣{u ∈ [v
(ε)
p−1 + 1..v

(ε)
p ] ∩ {nZ + j} : au = a, bu = b

}∣∣∣
v

(ε)
p − v(ε)

p−1

= ζa,b,j,p
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Remark 2.8. Under Assumption 2.7, it is straightforward to check that for each fixed
p ∈ [m] and j ∈ [n],

ζL,+,j,p + ζL,−,j,p + ζR,+,j,p + ζR,−,j,p =
1

n
.

Moreover, exactly one of ζL,+,j,p, ζL,−,j,p, ζR,+,j,p, ζR,−,j,p is 1
n , and all the other three are

0, by Assumption 2.7(2).

Assumption 2.9. Suppose that Assumption 2.7 holds. Suppose that the weights of diagonal
edges also depend on ε. More precisely, for integer i, j satisfying (2.17) and p ∈ [m], let k
be the unique positive integer satisfying

k ∈ [n]; and [(k − i) mod n] = 0.

then there exists τ1, . . . , τn independent of ε and p, such that

(1) if b
(ε)
i = b

(ε)
j = +, then

x
(ε)
j = e−(j−i)εx

(ε)
i .

and

lim
ε→0

e(i−k)εx
(ε)
i = x

(0,p)
k := τk

(2) if b
(ε)
i = b

(ε)
j = −, then

x
(ε)
j = e(j−i)εx

(ε)
i .

and

lim
ε→0

e−(i−k)εx
(ε)
i = x

(0,p)
k :=

1

τk

3. McDonald Processes

In this section, we discuss a class of Mcdonald processes related to the probability
measure of perfect matchings on the rail-yard graphs. The major characterstic of the
processes defined here is that the processes here involve dual partitions as well, which, as
we will see, can also be obtained from a specialization of the Macdonald processes defined
without dual partitions (see [3],[4]) by a specialization that is not a function evaluation,
when the parameters satisfy q = t.

Let G = RY G(l, r, a, b) be a rail-yard graph. Let (λ(M,l), λ(M,l+1), . . . , λ(M,r), λ(M,r+1))
be the sequence of partitions corresponding to a dimer covering M on G. By Lemmas 2.4
and 2.5, we obtain for i ∈ [l..r]

(1) If (ai, bi) = (L,−), λ(M,i+1) ≺ λ(M,i);

(2) If (ai, bi) = (L,+), λ(M,i+1) � λ(M,i);

(3) If (ai, bi) = (R,−), [λ(M,i+1)]′ ≺ [λ(M,i)]′;

(4) If (ai, bi) = (R,+), [λ(M,i+1)]′ � [λ(M,i)]′

Given Definition 2.2, we can express the probability of a dimer covering M conditional
on boundary the left and right conditions λ(l) and λ(r+1) respectively, as defined by (2.5),
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as follows:

Pr(M |λ(l), λ(r+1)) :=
1

Zλ(l),λ(r+1)(G, x)
(3.1)  ∏

i∈[l..r],(ai,bi)=(L,−)

sλ(M,i)/λ(M,i+1)(xi)
∏

j∈[l..r],(ai,bi)=(L,+)

sλ(M,j+1)/λ(M,j)(xj)

×
∏

i∈[l..r],(ai,bi)=(R,−)

s[λ(M,i)]′/[λ(M,i+1)]′(xi)
∏

j∈[l..r],(ai,bi)=(R,+)

s[λ(M,j+1)]′/[λ(M,j)]′(xj)


Now we define a generalized MacDonald process, which is a formal probability mea-

sure on sequences of partitions such that the probability of each sequence of partitions is
proportional to a sum of products of skew MacDonald polynomials.

Definition 3.1. Let

A = (A(l), A(l+1), . . . , A(r), A(r+1));

B = (B(l), B(l+1), . . . , B(r), B(r+1)).

be 2(r − l + 2) set of variables, in which each A(i) or B(j) consists of countably many
variables. Let P = {L,R} be a partition of the set [l..r], i.e.

(1) L ∪R = [l..r]; and
(2) L ∩R = ∅.

Define a formal probability measure on sequences of (r − l + 2) partitions

(λ(l), λ(r+1), . . . , λ(r), λ(r+1))

with respect to P, A and B and parameters q, t ∈ (0, 1) by

MPA,B,P,q,t(λ
(l), . . . , λ(r+1)) ∝(3.2) [∏

i∈L
Ψλ(i),λ(i+1)(A(i), B(i+1); q, t)

]∏
j∈R

Φ[λ(j)]′,[λ(j+1)]′(A
(j), B(j+1); q, t)


where for two partitions λ, µ ∈ Y, and two countable set of variables A, B,

Ψλ,µ(A,B; q, t) =
∑
ν∈Y

Pλ/ν(A; q, t)Qµ/ν(B; q, t).

Φλ,µ(A,B; q, t) =
∑
ν∈Y

Qλ/ν(A; t, q)Pµ/ν(B; t, q)

See Section A for definitions of MacDonald polynomials Pλ, Qλ, Pλ/µ, Qλ/µ.

Remark 3.2. In terms of the scalar product as defined in (A.3), we also have

Ψλ,µ(A,B; q, t) = 〈Pλ(A, Y ; q, t), Qµ(Y,B; q, t)〉Y ,
Φλ,µ(A,B) = 〈Pµ(Y,B; t, q), Qλ(A, Y ; t, q)〉Y

where Y is a countable set of variables.

Lemma 3.3. Consider dimer coverings on the rail-yard graph with probability measure con-
ditional on left and right boundary conditions λ(l) and λ(r+1), respectively, given by (3.1).
Then the corresponding sequences of partitions form a generalized MacDonald process as
in Definition 3.1 with
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(1) L = {i ∈ [l..r] : ai = L} and R = {j ∈ [l..r] : aj = R}; and
(2) For i ∈ [l..r],

(a) if bi = −, then A(i) = {xi}, B(i+1) = {0};
(b) if bi = +, then A(i) = {0}, B(i+1) = {xi};

(3) q = t;

conditional on fixed λ(l) and λ(r+1) on the left and right boundaries, respectively.

Proof. Note that when q = t and each one of A(i) and B(i+1) consists of a single variable,

Ψλ(i),λ(i+1)(A(i), B(i+1); t, t) =
∑
ν∈Y

sλ(i)/ν(A(i))sλ(i+1)/ν(B(i+1))

When bi = −,

sλ(i+1)/ν(0) =

{
1 if ν = λ(i+1);

0 otherwise.
;

and therefore

Ψλ(i),λ(i+1)(xi, 0; t, t) = sλ(i)/λ(i+1)(xi)

Similarly, we obtain that when bi = −,

Φλ(i),λ(i+1)(xi, 0; t, t) = sλ(i)/λ(i+1)(xi);

and when bi = +,

Ψλ(i),λ(i+1)(xi, 0; t, t) = sλ(i+1)/λ(i)(xi) = Φλ(i),λ(i+1)(xi, 0; t, t)

It is straightforward to check that when all the assumptions of the lemma hold, the proba-
bility measure of the formal MacDonald process, defined by (3.2), is exactly the probability
measure given by (3.1). �

4. Moments of Random Height Functions

.
In this section, we compute the moments of height functions of perfect matchings on

rail-yard graphs by computing the observables in the generalized Mcdonald processes.
Let λ ∈ Y be a partition and q, t ∈ (0, 1) be parameters. Let

γk(λ; q, t) = (1− t−k)
l(λ)∑
i=1

qkλitk(−i+1) + t−kl(λ)(4.1)

Define

H(W,X; q, t) =

k∏
i=1

∏
xj∈X

wi − qxj
t

wi − qxj
(4.2)

We have the following lemma.

Lemma 4.1.

γk(λ
′; t, q) = γk

(
λ;

1

q
,
1

t

)
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Proof. For λ ∈ Y, q, t ∈ R+, let fλ(q, t) be defined as in Lemma A.13. By Lemma A.13, it
is straightforward to check that

γk(λ
′; t, q) = 1 + fλ′

(
tk,

1

qk

)
= 1 + fλ

(
1

qk
, tk
)

= γk

(
λ;

1

q
,
1

t

)
.

Then the lemma follows. �

Lemma 4.2.

EMPA,B,P;q,t|λ(l)=λ(r+1)=∅

 ∏
i∈[l+1..r]

γli(λ
(i); q, t)

∣∣∣∣∣∣
q=t

=
1

Z

∮
. . .

∮  ∏
i<j;i,j∈[l+1..r]

Tai,aj (W
(i),W (j))

 ·
 ∏
i=[l+1..r]

D(W (i);ω(t, t, ai))H(W (i), A(i);ω(t, t, ai))


×

 ∏
i<j;i,j∈[l+1..r]

(
H(W (i), (−1)δai,aj−1A(j);ω(t, t, ai))

)(−1)δai,aj−1


×

 ∏
i<j;i,j∈[l..r]

Πai,aj (B
(i+1), (A(j),W (j)))

Πai,aj (B
(i+1), ξ(t, t, aj)W (j))


where the expectation is with respect to the probability measure on pure dimer configurations

of RY G(l, r, a, b) as defined in (2.5), (3.1); and

ω(q, t, ai) =

{
(q, t) if ai = L(

1
t ,

1
q

)
if ai = R

(4.3)

ξ(q, t, aj) =

{
q−1 If aj = L

t If aj = R.
(4.4)

and

Tc,d(Z,W ) :=


∏
zi∈Z

∏
wj∈W

(1−wjz−1
i )2

(1−t−1wjz
−1
i )(1−twjz−1

i )
if c = d∏

zi∈Z
∏
wj∈W

(1+twjz
−1
i )2

(1+t2wjz
−1
i )(1+wjz

−1
i )

if c = L and d = R∏
zi∈Z

∏
wj∈W

(1+t−1wjz
−1
i )2

(1+t−2wjz
−1
i )(1+wjz

−1
i )

if c = R and d = L.

where |W (i)| = li, and the integral contours are given by {Ci,j}i∈[l+1..r],s∈[li] such that

(1) Ci,s is the integral contour for the variable w
(i)
s ∈W (i);

(2) if ai = L, Ci,s encloses 0 and every singular point of∏
j∈[i..r]

(
H(W (i), (−1)δai,aj−1A(j); t, t)

)(−1)
δai,aj−1

,

but no other singular points of the integrand.
(3) if ai = R, Ci,s encloses 0 and every singular point of∏

j∈[i..r]

(
H(W (i), (−1)δai,aj−1A(j); t−1, t−1)

)(−1)
δai,aj−1

,

but no other singular points of the integrand.
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(4) the contour Ci,j is contained in the domain bounded by min{t, 1
t }Ci′,j′ whenever

(i, j) < (i′, j′) in lexicographical ordering;

H(W,X; q, t) is given by (4.2), and D(W ; q, t) is given by (A.6).

Proof. By Lemma 4.1, we obtain

EMPA,B,P;q,t|λ(l)=λ(r+1)=∅

 ∏
i∈[l+1..r]

γli(λ
(i); q, t)

∣∣∣∣∣∣
q=t

= EMPA,B,P;q,t|λ(l)=λ(r+1)=∅

 ∏
i∈[l+1..r]∩L

γli(λ
(i); q, t)

 ∏
i∈[l+1..r]∩R

γli

([
λ(i)
]′

;
1

t
,
1

q

)∣∣∣∣∣∣
q=t

Recall that the Macdonald polynomials satisfy (See Page 324 of [30])

Pλ(X; q, t) = Pλ

(
X;

1

q
,
1

t

)
; Qλ(X; q, t) =

(
t

q

)|λ|
Qλ

(
X;

1

q
,
1

t

)
(4.5)

We obtain

EMPA,B,P;q,t|λ(l)=λ(r+1)=∅

 ∏
i=[l+1..r]∩L

γli(λ
(i); q, t)

 ∏
i=[l+1..r]∩R

γli

([
λ(i)
]′

;
1

t
,

1

q

)∣∣∣∣∣∣
q=t

=
∑

λ(l),...,λ(r+1)∈Y

 ∏
i=[l+1..r]∩L

γli(λ
(i); q, t)

 ∏
i=[l+1..r]∩R

γli

([
λ(i)
]′

;
1

t
,

1

q

)
× MPA,B,P;q,t(λ(l), . . . , λ(r+1)|λ(l) = λ(r+1) = ∅)

∣∣∣
q=t

=
1

Z
∑

λ(l+1),...,λ(r)∈Y

 ∏
i=[l+1..r]∩L

γli(λ
(i); q, t)

 ∏
i=[l+1..r]∩R

γli

([
λ(i)
]′

;
1

t
,

1

q

)
×
[∏
i∈L
〈Pλ(i)(A(i), Y (i); q, t), Qλ(i+1)(Y (i), B(i+1); q, t)〉Y (i)

]
[∏
i∈R
〈Q[λ(i)]′

(
A(i), Y (i); t, q

)
, P[λ(i+1)]′

(
Y (i), B(i+1); t, q

)
〉Y (i)

]∣∣∣∣∣
q=t,λ(l)=λ(r+1)=∅

where for each i, Y (i) is a countable collection of variables; and

Z =
∑

λ(l+1),...,λ(r)∈Y

[∏
i∈L
〈Pλ(i)(A(i), Y (i); q, t), Qλ(i+1)(Y (i), B(i+1); q, t)〉Y (i)

]
[∏
i∈R
〈Q[λ(i)]′(A

(i), Y (i); t, q), P[λ(i+1)]′(Y
(i), B(i+1); t, q)〉Y (i)

]∣∣∣∣∣
q=t,λ(l)=λ(r+1)=∅

.

For i ∈ [l + 1..r], let

Ei =



∑
λ(i)∈Y γli(λ

(i); q, t)Pλ(i)(A
(i), Y (i); q, t)Qλ(i)(Y

(i−1), B(i); q, t) if i− 1 ∈ L, i ∈ L∑
λ(i)∈Y γli

([
λ(i)
]′

; 1
t ,

1
q

)
Qλ(i)(Y

(i−1), B(i); q, t)Q[λ(i)]′(A
(i), Y (i); t, q) if i− 1 ∈ L, i ∈ R∑

λ(i)∈Y γli(λ
(i); q, t)P[λ(i)]′(Y

(i−1), B(i); t, q)Pλ(i)(A
(i), Y (i); q, t) if i− 1 ∈ R, i ∈ L∑

λ(i)∈Y γli

([
λ(i)
]′

; 1
t ,

1
q

)
P[λ(i)]′(Y

(i−1), B(i); t, q)Q[λ(i)]′(A
(i), Y (i); t, q) if i− 1 ∈ R, i ∈ R
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Moreover,

El =

{
Pλ(l)(A

(l), Y (l); q, t); if l ∈ L
Q[λ(l)]′(A

(l), Y (l); t, q). if l ∈ R

Er+1 =

{
P[λ(r+1)]′(Y

(r), B(r+1); t, q); if r ∈ R
Qλ(r+1)(Y (r), B(r+1); q, t). if r ∈ L .

When λ(l) = λ(r+1) = ∅ and q = t, we have

El = Er+1 = 1.

Then

EMPA,B,P,q,t|λ(l)=λ(r+1)=∅

 ∏
i=[l+1..r]∩L

γli(λ
(i); q, t)

 ∏
i=[l+1..r]∩R

γli

([
λ(i)
]′

; t, q

)∣∣∣∣∣∣
q=t

=
1

Z 〈El〈El+1 . . . 〈Er,Er+1〉Y ((r)) . . .〉Y (l+1)〉Y (l)

∣∣∣∣
q=t, λ(l)=λ(r+1)=∅

Let

ΠLL((A(i), Y (i)), (Y (i−1), B(i))) =
∑
λ∈Y

Pλ(A(i), Y (i); q, t)Qλ(Y (i−1), B(i); q, t)

ΠLR((A(i), Y (i)), (Y (i−1), B(i))) =
∑
λ∈Y

Qλ(Y (i−1), B(i); q, t)Qλ′(A
(i), Y (i); t, q)

ΠRL((A(i), Y (i)), (Y (i−1), B(i))) =
∑
λ∈Y

Pλ′(Y
(i−1), B(i); t, q)Pλ(A(i), Y (i); q, t)

ΠRR((A(i), Y (i)), (Y (i−1), B(i))) =
∑
λ∈Y

Pλ′(Y
(i−1), B(i); t, q)Qλ′(A

(i), Y (i); t, q)

Then for i ∈ [l + 1..r],

Ei =

{
D−li,(A(i),Y (i));q,tΠai−1,ai((A

(i), Y (i)), (Y (i−1), B(i))) If ai = L;

D−li,(A(i),Y (i)); 1
t
, 1
q
Πai−1,ai((A

(i), Y (i)), (Y (i−1), B(i))) If ai = R;

where D−li,(A(i),Y (i−1)) is the operator defined as in (A.5).

By Lemma A.4, we obtain

ΠLL((A(i), Y (i)), (Y (i−1), B(i))) = Π((A(i), Y (i)), (Y (i−1), B(i)); q, t)

ΠRR((A(i), Y (i)), (Y (i−1), B(i))) = Π((A(i), Y (i)), (Y (i−1), B(i)); t, q).

Moreover,

ΠLR((A(i), Y (i)), (Y (i−1), B(i))) = ΠRL((A(i), Y (i)), (Y (i−1), B(i)))

=
∏

u∈(A(i),Y (i)),v∈(Y (i−1),B(i))

(1 + uv)

By Proposition A.3, we obtain for i ∈ [l + 1..r] and q = t,

• If ai = L;

Ei = Πai−1,ai((A
(i), Y (i)), (Y (i−1), B(i)))∮

· · ·
∮
D(W (i); q, t)H(W (i), (A(i), Y (i)); q, t)

Πai−1,ai((Y
(i−1), B(i)),W (i))

Πai−1,ai((Y
(i−1), B(i)), q−1W (i))

;
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• If ai = R;

Ei = Πai−1,ai((A
(i), Y (i)), (Y (i−1), B(i)))∮

· · ·
∮
D

(
W (i);

1

t
,
1

q

)
H

(
W (i), (A(i), Y (i));

1

t
,
1

q

)
Πai−1,ai((Y

(i−1), B(i)),W (i))

Πai−1,ai((Y
(i−1), B(i)), tW (i))

;

where each integral contour encloses 0 and all the poles of H(W (i), (A(i), Y (i)); q, t); more-
over, if

W (i) =
(
w

(i)
1 , w

(i)
2 , . . . , w

(i)
li

)
,

then along the integral contours |w(i)
j | ≤ |tw

(i)
j+1| for each i ∈ [li − 1].

It is straightforward to check that for ai−1, ai ∈ {L,R},
Πai−1,ai((A

(i), Y (i)), (Y (i−1), B(i)))

= Πai−1,ai(A
(i), Y (i−1)) ·Πai−1,ai(A

(i), B(i)) ·Πai−1,ai(Y
(i), Y (i−1)) ·Πai−1,ai(Y

(i), B(i)).

Moreover,

Πai−1,ai((Y
(i−1), B(i)),W (i)) = Πai−1,ai(B

(i),W (i))Πai−1,ai(Y
(i−1),W (i));

H(W (i), (A(i), Y (i)); q, t) = H(W (i), Y (i); q, t)H(W (i), A(i); q, t).

Since the integrand in each Ei is ΛY (i)-projective, by Lemma A.12 we can interchange the
order of the residue and Macdonald scalar product and obtain

EMPA,B,P;q,t|λ(l)=λ(r+1)=∅

 ∏
i=[l+1..r]

γli(λ
(i); q, t)

∣∣∣∣∣∣
q=t

=
1

Z

(
r∏

i=l+1

Πai−1,ai(A
(i), B(i))

)
·
∮
〈Fl〈Fl+1 . . . 〈Fr, Fr+1〉Y (r)〉Y (l+1)〉Y (l)

×

 ∏
i=[l+1..r]∩L

D(W (i); q, t)H(W (i), A(i); q, t)
Πai−1,ai(B

(i),W (i))

Πai−1,ai(B
(i), q−1W (i))


×

 ∏
i=[l+1..r]∩R

D

(
W (i);

1

t
,

1

q

)
H

(
W (i), A(i);

1

t
,

1

q

)
Πai−1,ai(B

(i),W (i))

Πai−1,ai(B
(i), tW (i))

∣∣∣∣∣∣
q=t

;

Moreover for i ∈ [l + 1..r],

• If ai = L,

Fi = Πai−1,ai(A
(i), Y (i−1)) ·Πai−1,ai(Y

(i−1), Y (i)) ·Πai−1,ai(Y
(i), B(i))

×H(W (i), Y (i); q, t)
Πai−1,ai(Y

(i−1),W (i))

Πai−1,ai(Y
(i−1), q−1W (i))

.

• If ai = R,

Fi = Πai−1,ai(A
(i), Y (i−1)) ·Πai−1,ai(Y

(i−1), Y (i)) ·Πai−1,ai(Y
(i), B(i))

×H
(
W (i), Y (i);

1

t
,
1

q

)
Πai−1,ai(Y

(i−1),W (i))

Πai−1,ai(Y
(i−1), tW (i))

.
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and

Fl = Fr+1 = 1.

By Lemmas A.6 and A.7, we obtain

Fr := 〈Fr, Fr+1〉Y (r) =


Πar−1,ar ((A(r),W (r)),Y (r−1))

Πar−1,ar (q−1W (r),Y (r−1))
If ar = L

Πar−1,ar ((A(r),W (r)),Y (r−1))

Πar−1,ar (tW (r),Y (r−1))
If ar = R

Then the lemma follows by inductively computing the scalar product

〈Fl〈Fl+1 . . . 〈Fr, Fr+1〉Y (r)〉Y (l+1)〉Y (l) ;

and applying Lemmas 4.4 and 4.5. �

Remark 4.3. Using similar arguments, we can also obtain the following formula.

EMPA,B,P;q,t|λ(l)=λ(r+1)=∅

 ∏
i∈[l+1..r]∩L

γli(λ
(i); q, t)

 ∏
i∈[l+1..r]∩R

γli

([
λ(i)
]′

; t, q

)∣∣∣∣∣∣
q=t

=
1

Z

∮
. . .

∮  ∏
i<j;i,j∈[l+1..r]

Dai,aj (W
(i),W (j))


×

 ∏
i<j;i,j∈[l+1..r]

(
H(W (i), (−1)δai,aj−1A(j); t, t)

)(−1)δai,aj−1


×
(

r∏
i=l+1

D(W (i); t, t)H(W (i), A(i); t, t)

)
·

 ∏
i<j;i,j∈[l..r]

Πai,aj (B
(i+1), (A(j),W (j)))

Πai,aj (B
(i+1), t−1W (j))


where the expectation is with respect to the probability measure on pure dimer configurations

of RY G(l, r, a, b) as defined in (2.5), (3.1); and

Dc,d(Z,W ) :=

∏
zi∈Z

∏
wj∈W

(1 + (−1)δc,dt−1wjz
−1
i )(1 + (−1)δc,dtwjz

−1
i )

(1 + (−1)δc,dwjz
−1
i )2

(−1)
δc,d

where |W (i)| = li, and the integral contours are given by {Ci,j}i∈[l+1..r],s∈[li] such that

(1) Ci,s is the integral contour for the variable w
(i)
s ∈W (i);

(2) Ci,s encloses 0 and every singular point of∏
j∈[i..r]

(
H(W (i), (−1)δai,aj−1A(j); t, t)

)(−1)
δai,aj−1

;

but no other singular points of the integrand.
(3) the contour Ci,j is contained in the domain bounded by tCi′,j′ whenever (i, j) < (i′, j′)

in lexicographical ordering;

H(W,X; q, t) is given by (4.2), and D(W ; q, t) is given by (A.6).

Lemma 4.4. Let c1, c2, c3 ∈ {L,R}. Let A,B, Y be 3 collections of countably many vari-
ables. Then we have

〈Πc1,c2(A, Y ),Πc2,c3(Y,B)〉Y = Πc1,c3(A,B).

where if c2 = L (resp. c2 = R), the scalar product 〈·, ·〉 is with respect to (q, t) (resp. (t, q)).
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Lemma 4.5. For i ∈ [l + 2..r], and j ∈ [i..r], let

G : =
〈

Πai−2,ai−1

((
Y (i−2), B(i−1)

)
, Y (i−1)

)
H
(
W (i−1), Y (i−1);ω(q, t; ai−1)

)
,

Πai−1,aj ((A
(j),W (j)), Y (i−1))

Πai−1,aj (ξ(q, t, aj)W
(j), Y (i−1))

〉
Y (i−1)

where in G, the scalar product 〈·, ·〉 is with respect to (q, t) if ai−1 = L and with respect to
(t, q) if ai−1 = R; and ω, ξ are defined as in (4.3), (4.4), respectively. Assume q = t, we
have

(1) If ai−1 = aj = L;

G =
Πai−2,aj ((Y

(i−2), B(i−1)), (A(j),W (j)))

Πai−2,aj (Y
(i−2), B(i−1)), t−1W (j))

H(W (i−1), (A(j),W (j)), (t, t))

H(W (i−1), t−1W (j), (t, t))

(2) If ai−1 = aj = R;

G =
Πai−2,aj ((Y

(i−2), B(i−1)), (A(j),W (j)))

Πai−2,aj (Y
(i−2), B(i−1)), tW (j))

H(W (i−1), (A(j),W (j)), (t−1, t−1))

H(W (i−1), tW (j), (t−1, t−1))

(3) If ai−1 = L and aj = R;

G =
Πai−2,aj ((Y

(i−2), B(i−1)), (A(j),W (j)))

Πai−2,aj (Y
(i−2), B(i−1)), tW (j))

[
H(W (i−1),−(A(j),W (j)), (t, t))

H(W (i−1),−tW (j), (t, t))

]−1
(4) If ai−1 = R and aj = L;

G =
Πai−2,aj ((Y

(i−2), B(i−1)), (A(j),W (j)))

Πai−2,aj (Y
(i−2), B(i−1)), t−1W (j))

[
H(W (i−1),−(A(j),W (j)), (t−1, t−1))

H(W (i−1),−t−1W (j), (t−1, t−1))

]−1
.

Proof. The lemma follows from Lemma A.6 with

dn =

(−1)(n+1)(δai−2,ai−1−1)pn(Y (i−2), B(i−1)) + (1− t−n)pn

(
q

W (i−1)

)
If ai−1 = L;

(−1)(n+1)(δai−2,ai−1−1)pn(Y (i−2), B(i−1)) + (1− qn)pn

(
1

tW (i−1)

)
If ai−1 = R;

un =


(−1)(n+1)pn(A(j),W (j))− pn

(
W (j)ξ(aj)

)
(−1)(n+1) If ai−1 6= aj .

1−tn
1−qn

[
pn(A(j),W (j))− pn

(
W (j)ξ(aj)

)]
If ai−1 = aj = L.

1−q−n
1−t−n

[
pn(A(j),W (j))− pn

(
W (j)ξ(aj)

)]
If ai−1 = aj = R.

and the fact that

exp

(
−
∞∑
k=1

pn(X)pn(Y )

k

)
=
∏
x∈X

∏
y∈Y

(1− xy)

�

Lemma 4.6. Let Pr be the probability measure for pure dimer coverings on the rail-yard
graph RY G(l, r, a, b) as defined by (2.5). Let M be a pure dimer covering on RY G(l, r, a, b),
and let

Λ(M) = {λ(M,i)}i∈[l+1..r]



22 ZHONGYANG LI AND MIRJANA VULETIĆ

be the corresponding sequence of partitions. Then

EPr

 ∏
i∈[l+1..r]

γli(λ
(M,i); t, t)


=

∮
. . .

∮  ∏
i≤j;i,j∈[l+1..r],bj=−

(
H(W (i), (−1)δai,aj−1{xj};ω(t, t; ai))

)(−1)δai,aj−1


 ∏
i=[l+1..r]

D(W (i);ω(t, t; ai))

 ·
 ∏
i<j;i,j∈[l..r];bi=+

Πai,aj ({xi},W (j))

Πai,aj ({xi}, ξ(t, t; aj)W (j))


·

 ∏
i<j;i,j∈[l+1..r]

Tai,aj (W
(i),W (j))


where |W (i)| = li, and the integral contours are given by {Ci,j}i∈[l+1..r],s∈[li] satisfying the

condition as described in Lemma 4.2.

Proof. Note that

H(X, {0}; q, t) = 1;

Πa,b(X, {0}) = Πa,b({0}, X) = 1.

By Lemmas 4.2 and 3.3(2), we have

EPr

 ∏
i∈[l+1..r]

γli(λ
(M,i); t, t)


=

1

Z

∮
. . .

∮  ∏
i≤j;i,j∈[l+1..r],bj=−

(
H(W (i), (−1)δai,aj−1{xj};ω(t, t, ai))

)(−1)δai,aj−1


×
(

r∏
i=l+1

D(W (i);ω(t, t; ai))

)
·

 ∏
i<j;i,j∈[l..r];bi=+

Πai,aj ({xi},W (j))

Πai,aj ({xi}, ξ(t, t; aj)W (j))


 ∏
i<j;i,j∈[l+1..r]

Tai,aj (W
(i),W (j))

 ∏
i<j;i,j∈[l..r];bi=+,bj=−

Πai,aj ({xi}, {xj})


Note also that when q = t, ∏

i<j;i,j∈[l..r];bi=+,bj=−

Πai,aj ({xi}, {xj}) = Z

Then the lemma follows. �

Lemma 4.7. Let A, B be defined as in Definition 3.1. For each i ∈ [l..r], let ΛA(i), (resp.

ΛB(i+1)) be the algebra of symmetric functions on A(i) (resp. B(i+1)) over C. Define a map

φ
(i)
0 : ΛA(i) ⊗ ΛB(i+1) → C

by

φ
(i)
0 (f ⊗ g) = f(0)g(0).
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Define a formal measure

M (i) := φ
(i)
0 (MPA,B,P,q,t)

Then for any sequence of partitions (λ(l), λ(l+1), . . . , λ(r+1) ∈ Yr−l+2 in the support of M (i),

we have λ(i) = λ(i+1). Moreover, for all i ∈ [l..r] let

Â(i) = A \ {A(i)}, B̂(i+1) = B \ {B(i+1)}.

and

L̂(i) = L \ {i}, R̂(i) = R \ {i};

so that {L̂(i), R̂(i)} form a partition P ′ of [l..r] \ {i}. Then the restriction of M (i) to

(λ(l), . . . , λ(i−1), λ(i+1), . . . , λ(r+1)) ∈ Y(r−l+1)

is the formal MacDonald process MP
Â(i),B̂(i),P ′,q,t.

Proof. Note that

Ψλ(i),λ(i+1)(0,0; q, t) =
∑
ν∈Y

Pλ(i)/ν(0; q, t)Qλ(i+1)/ν(0; q, t)

By Lemma A.1, we obtain

Pλ(i)/ν(0; q, t) = 0;

unless ν = λ(i). Similarly,

Qλ(i+1)/ν(0; q, t) = 0;

unless ν = λ(i+1). Therefore Ψλ(i),λ(i+1)(0,0; q, t) 6= 0 only if λ(i) = λ(i+1). Similarly we

obtain that Φλ(i),λ(i+1)(0,0; q, t) 6= 0 only if λ(i) = λ(i+1).

For any sequence of partitions (λ(l), λ(l+1), . . . , λ(r+1)) ∈ Yr−l+2 in the support of M (i),
one of the following two cases occurs:

• if i ∈ L, then Ψλ(i),λ(i+1)(0,0; q, t) 6= 0

• if i ∈ R, then Φλ(i),λ(i+1)(0,0; q, t) 6= 0

It follows that for any sequence of partitions (λ(l), λ(l+1), . . . , λ(r+1)) ∈ Yr−l+2 in the sup-

port of M (i), we have λ(i) = λ(i+1). It is straightforward to check from Definition 3.1 that
the restriction of M (i) to

(λ(l), . . . , λ(i−1), λ(i+1), . . . , λ(r+1)) ∈ Yr−l+1

is the formal MacDonald process MP
Â(i),B̂(i),P ′,q,t. �

Lemma 4.8. Let i1 ≤ i2 ≤ . . . ≤ im ∈ [l + 1..r], and let l1, . . . , lm > 0 be integers. Let

I := {i1, i2, . . . , im}
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Then

EPr

∏
j∈I

γlj (λ
(M,ij); t, t


=

∮
. . .

∮  ∏
i≤j;i∈I,j∈[l+1..r],bj=−.

(
H(W (i), (−1)δai,aj−1{xj};ω(t, t; ai))

)(−1)δai,aj−1


×
(∏
i∈I

D(W (i);ω(t, t; ai))

)
·

 ∏
i<j;i∈[l..r];j∈I;bi=+

Πai,aj ({xi},W (j))

Πai,aj ({xi}, ξ(t, t; aj)W (j))


 ∏

1≤s<j≤m

Tais ,aij

(
W (is),W (ij)

)
where |W (i)| = li, and the integral contours are given by {Ci,j}i∈I,s∈[li] satisfying the

condition as described in Lemma 4.2.

Proof. Take 2(r−l+m) auxiliary sets of variables C = (C1, ..., Cr−l+m), D = (D1, ..., Dr−l+m).
Let L∗ (resp. R∗) be a set consisting of all the indices in L (resp. R) as well as one copy

for each ij ∈ I ∩ L, (j ∈ [m]) (resp. ij ∈ I ∩R, j ∈ [m]) and relabeling them.
More precisely, L∗ and R∗ can be constructed as follows. First of all, we obtain an

ordered sequence of integers

l + 1, l + 2, . . . , i1 − 1, i1, i1, i1 + 1, . . . ,(4.6)

i2 − 1, i2, i2, i2 + 1, . . . , im − 1, im, im, im + 1, . . . , r − 1, r

consisting of r− l+m items in total. (If i1 = i2 < i3, then i1 appears 3 times consecutively
in the sequence above, and so on.)

For each j ∈ [r−m+ l], if the jth number in the sequence above is in L (resp. R), then
put j in L∗ (resp. R∗). This way {L∗,R∗} form a partition P∗ of [r − l +m].

Let

µ(0) = ∅, µ(1), . . . , µ(r−l+m), µ(r−l+m+1) = ∅
be distributed according to

MPC,D,P∗,q,t|µ(0)=µ(r−l+m+1)=∅

and apply Lemma 4.2 to it with the sequence of numbers ri, i = 1, ..., r − l +m obtained
as follows: rj 6= 0 if and only if the jth number in the sequence (4.6) is equal to the
(j − 1)th number in the sequence. It is straightforward to check that there are exactly m
such numbers in the sequence (4.6), indexed by

i1 − l + 1, i2 − l + 2, . . . , im − l +m(4.7)

For j ∈ [m], let

rij−l+j = lj .

Applying to the result φ
(u−1)
0 (as in Lemma 4.6) for all indices 1 ≤ u ≤ r − l + m in

(4.7), and renaming the remaining sets of variables Cj , Dj into A(i) and B(i), we obtain
the lemma. �
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5. Asymptotics

In this section, we study the asymptotics of the moments of the random height functions
and prove its Gaussian fluctuation in the scaling limit.

When the index set I in Lemma 4.8 consists of a single number i ∈ [l + 1..r] such that
ai = L, we have

EPr

[
γk(λ

(M,i); t, t)
]

=

∮
. . .

∮  ∏
j∈[l+1..r],bj=−;j≥i

(
H(W (i), (−1)δai,aj−1{xj}; t, t)

)(−1)
δai,aj−1


×
(
D(W (i); t, t)

)
·

 ∏
j<i;j∈[l..r];bj=+

Πai,aj (W
(i), {xj})

Πai,aj (t
−1W (i), {xj})


where |W (i)| = k.

Note also that

Πai,aj (W
(i), {xj})

Πai,aj (t
−1W (i), {xj})

=
[
tkH(W (i), (−1)δai,aj−1{x−1

j }; t, t)
](−1)

δai,aj

If ai = aj , define

G1,<i(W
(i), xj , t) =

∏
w

(i)
s ∈W (i)

t− w(i)
s xj

t(1− w(i)
s xj)

(5.1)

G1,>i(W
(i), xj , t) =

∏
w

(i)
s ∈W (i)

w
(i)
s − xj

w
(i)
s − txj

(5.2)

If ai 6= aj , define

G0,<i(W
(i), xj , t) =

∏
w

(i)
s ∈W (i)

t(1 + w
(i)
s xj)

t+ w
(i)
s xj

(5.3)

G0,>i(W
(i), xj , t) =

∏
w

(i)
s ∈W (i)

w
(i)
s + txj

w
(i)
s + xj

(5.4)

Then we have

EPr

[
γk(λ

(M,i); t, t)
]

=

∮
. . .

∮  ∏
j∈[l+1..r],bj=−;j≥i;aj=ai

G1,>i(W
(i), xj , t)

(5.5)

 ∏
j∈[l+1..r],bj=−;j≥i;aj 6=ai

G0,>i(W
(i), xj , t)

×
 ∏
j<i;j∈[l..r];bj=+;ai=aj

G1,<i(W
(i), xj , t)


 ∏
j<i;j∈[l..r];bj=+;ai=aj

G0,<i(W
(i), xj , t)

(D(W (i); t, t)
)
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Let ε > 0 be small and positive. Under the periodicity Assumption 2.7, when

ε(r(ε) − l(ε)) = (Vm − V0) + o(1),

for each p ∈ [m], j ∈ [n] and i ∈ [l(ε)..r(ε)], let

I
(ε)
j,p,>i,1 =

{
u ∈

[
v

(ε)
p−1 + 1, v(ε)

p

]
∩ {nZ + j} ∩ [i..r] : bu = −, au = ai

}
I

(ε)
j,p,<i,1 =

{
u ∈

[
v

(ε)
p−1 + 1, v(ε)

p

]
∩ {nZ + j} ∩ [l..i− 1] : bu = +, au = ai

}
I

(ε)
j,p,>i,0 =

{
u ∈

[
v

(ε)
p−1 + 1, v(ε)

p

]
∩ {nZ + j} ∩ [i..r] : bu = −, au 6= ai

}
I

(ε)
j,p,<i,0 =

{
u ∈

[
v

(ε)
p−1 + 1, v(ε)

p

]
∩ {nZ + j} ∩ [l..i− 1] : bu = +, au 6= ai

}
Similar to Remark 2.8, one can check the following lemma in a straightforward way.

Lemma 5.1. Let ε > 0, p ∈ [m], j ∈ [n], i ∈ [l(ε))..r(ε)], S ∈ {> i,< i}. Suppose that

Assumption 2.7 holds. Then at least three of I
(ε)
j,p,>i,1, I

(ε)
j,p,<i,1, I

(ε)
j,p,>i,0 and I

(ε)
j,p,<i,0 are

empty sets. Moreover,

(1) if I
(ε)
j,p,>i,1 6= ∅, then ζai,−,j,p = 1

n ;

(2) if I
(ε)
j,p,>i,0 6= ∅, then ζai,−,j,p = 1

n ;

(3) if I
(ε)
j,p,<i,1 6= ∅, then ζai,+,j,p = 1

n ;

(4) if I
(ε)
j,p,<i,0 6= ∅, then ζai,+,j,p = 1

n ;

where

ai =

{
L, if ai = R;

R if ai = L.

Define

qj,p,>i,1 = max I
(ε)
j,p,>i,1; qj,p,<i,1 = min I

(ε)
j,p,<i,1;

where we take the convention that the minimum (resp. maximum) of an empty set is ∞
(resp. −∞), and define

x
(ε)
−∞ = x(ε)

∞ := 0; ∀ε ≥ 0.

Then we obtain ∏
j∈[(l+1)(ε)..r(ε)],bj=−;j≥i;aj=ai

G1,>i(W
(i), x

(ε)
j , t)]

=

m∏
p=1

n∏
j=1

∏
c∈[v

(ε)
p−1+1..v

(ε)
p ]∩{nZ+j}∩[i..r(ε)],bj=−,aj=ai

[
G1,>i(W

(i), e−nε(qj,p,>i,1−c)x(ε)
qj,p,>i,1 , t)

]
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When ε is sufficiently small, we obtain∏
j∈[(l+1)(ε)..r(ε)],bj=−;j≥i;aj=ai

G1,>i(W
(i), x

(ε)
j , t)]

=
m∏
p=1

n∏
j=1

∏
w

(i)
s ∈W (i)

([
w

(i)
s

]−1
x

(ε)
qj,p,>i,1 ; e−nε

)
Nj,p,>i,1(ε)(

t
[
w

(i)
s

]−1
x

(ε)
qj,p,>i,1 ; e−nε

)
Nj,p,>i,1(ε)

where for N ∈ Z,

(a; q)N =

N∏
i=0

(1− aqi), ∀N ≥ 0;

(a; q)∞ =
∞∏
i=0

(1− aqi);

(a; q)N = 1, ∀N < 0;

and

Nj,p,>i,1(ε) =
∣∣∣I(ε)
j,p,>i,1

∣∣∣− 1

Similarly, we have∏
j∈[(l+1)(ε)..r(ε)],bj=+;j<i;aj=ai

G1,<i(W
(i), x

(ε)
j , t)]

=
m∏
p=1

n∏
j=1

∏
c∈
[
v
(ε)
p−1+1..v

(ε)
p

]
∩{nZ+j}∩[l..i−1],bj=+,aj=ai

[
G1,<i(W

(i), e−nε(c−qj,p,<i,1)x(ε)
qj,p,<i,1 , t)

]

=
m∏
p=1

n∏
j=1

∏
w

(i)
s ∈W (i)

(
t−1w

(i)
s x

(ε)
qj,p,<i,1 ; e−nε

)
Nj,p,<i,1(ε)(

w
(i)
s x

(ε)
qj,p,<i,1 ; e−nε

)
Nj,p,<i,1(ε)

with

Nj,p,<i,1(ε) =
∣∣∣I(ε)
j,p,<i,1

∣∣∣− 1

Moreover, let

qj,p,>i,0 = max I
(ε)
j,p,>i,0; qj,p,<i,0 = min I

(ε)
j,p,<i,0;

Nj,p,>i,1(ε) =
∣∣∣I(ε)
j,p,>i,0

∣∣∣− 1; Nj,p,<i,1(ε) =
∣∣Iεj,p,<i,0∣∣− 1.
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Then ∏
j∈[(l+1)(ε)..r(ε)],bj=−;j≥i;aj 6=ai

G0,>i(W
(i), x

(ε)
j , t)]

=
m∏
p=1

n∏
j=1

∏
c∈
[
v
(ε)
p−1+1..v

(ε)
p

]
∩{nZ+j}∩[i+1..r(ε)],bj=−,aj 6=ai

[
G0,>i(W

(i), e−nε(qj,p,>i,0−c)x(ε)
qj,p,>i,0 , t)

]

=

m∏
p=1

n∏
j=1

∏
w

(i)
s ∈W (i)

(
−t
[
w

(i)
s

]−1
x

(ε)
qj,p,>i,0 ; e−nε

)
Nj,p,>i,0(ε)(

−
[
w

(i)
s

]−1
x

(ε)
qj,p,>i,0 ; e−nε

)
Nj,p,>i,0(ε)

∏
j∈[(l+1)(ε)..r(ε)],bj=+;j<i;aj 6=ai

G0,<i(W
(i), x

(ε)
j , t)]

=

m∏
p=1

n∏
j=1

∏
c∈
[
v
(ε)
p−1+1..v

(ε)
p

]
∩{nZ+j}∩[l(ε)..i−1],bj=+,ai 6=aj

[
G0,<i(W

(i), e−nε(c−qj,p,<i,0)x(ε)
qj,p,<i,0 , t)

]

=
m∏
p=1

n∏
j=1

∏
w

(i)
s ∈W (i)

(
−w(i)

s x
(ε)
qj,p,<i,0 , e

−nε
)
Nj,p,<i,0(ε)(

−t−1w
(i)
s x

(ε)
qj,p,<i,0 , e

−nε
)
Nj,p,<i,0(ε)

We further make the assumption below:

Assumption 5.2. Suppose

lim
ε→0
− log t

nε
= β > 0,

where β is a positive integer independent of ε.

Under Assumptions 2.7 and 5.2, by Lemma B.1, we obtain as ε→ 0.∏
j∈[l+1..r],bj=−;j≥i;aj=ai

G1,>i(W
(i), x

(ε)
j , t)]

∼
m∏
p=1

n∏
j=1

∏
w

(i)
s ∈W (i)

 1−
[
w

(i)
s

]−1
x
(ε)
qj,p,>i,1

1− e−nεNj,p,>i,1(ε)
[
w

(i)
s

]−1
x
(ε)
qj,p,>i,1


− log t

nε

;

∏
j∈[l+1..r],bj=+;j<i;aj=ai

G1,<i(W
(i), x

(ε)
j , t)]

∼
m∏
p=1

n∏
j=1

∏
w

(i)
s ∈W (i)

(
1− t−1w(i)

s x
(ε)
qj,p,<i,1

1− e−nεNj,p,<i,1(ε)t−1w(i)
s x

(ε)
qj,p,<i,1

)− log t
nε

;
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∏
j∈[l+1..r],bj=−;j≥i;aj 6=ai

G0,>i(W
(i), x

(ε)
j , t)]

∼
m∏
p=1

n∏
j=1

∏
w

(i)
s ∈W (i)

 1 +
[
w

(i)
s

]−1
x
(ε)
qj,p,>i,0

1 + e−nεNj,p,>i,0(ε)
[
w

(i)
s

]−1
x
(ε)
qj,p,>i,0


log t
nε

;

∏
j∈[l+1..r],bj=+;j<i;aj 6=ai

G0,<i(W
(i), x

(ε)
j , t)]

∼
m∏
p=1

n∏
j=1

∏
w

(i)
s ∈W (i)

(
1 + t−1w

(i)
s x

(ε)
qj,p,<i,0

1 + e−nεNj,p,<i,0(ε)w
(i)
s x

(ε)
qj,p,<i,0

) log t
nε

;

where whenW (i) ∈ Ck, we choose the branch such that when a complex number approaches
the positive real line, its argument approaches 0.

Let j ∈ [n], p ∈ [m], and i(ε) ∈ [l(ε)..r(ε)]. Assume

lim
ε→0

εi(ε) = χ.(5.6)

Then,

lim
ε→0

nεNj,p,>i,1(ε) =

{
0, if I

(ε)
j,p,>i,1 = ∅;

nζai,−,j,p(Vp −max{Vp−1, χ}) otherwise

lim
ε→0

nεNj,p,<i,1(ε) =

{
0, if I

(ε)
j,p,<i,1 = ∅;

nζai,+,j,p(min{Vp, χ} − Vp−1) otherwise

lim
ε→0

nεNj,p,>i,0(ε) =

{
0, if I

(ε)
j,p,>i,0 = ∅;

nζai,−,j,p(Vp −max{Vp−1, χ}) otherwise

lim
ε→0

nεNj,p,<i,0(ε) =

{
0, if I

(ε)
j,p,<i,0 = ∅;

nζai,+,j,p(min{Vp, χ} − Vp−1) otherwise

By Lemma B.1, we have

lim
ε→0

nεNj,p,>i,1(ε) =

{
0, if I

(ε)
j,p,>i,1 = ∅;

Vp −max{Vp−1, χ} otherwise

lim
ε→0

nεNj,p,<i,1(ε) =

{
0, if I

(ε)
j,p,<i,1 = ∅;

min{Vp, χ} − Vp−1 otherwise

lim
ε→0

nεNj,p,>i,0(ε) =

{
0, if I

(ε)
j,p,>i,0 = ∅;

Vp −max{Vp−1, χ} otherwise

lim
ε→0

nεNj,p,<i,0(ε) =

{
0, if I

(ε)
j,p,<i,0 = ∅;

min{Vp, χ} − Vp−1 otherwise

Moreover, under Assumption 5.2, it is straightforward to see that

lim
ε→0

t = 1.
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Furthermore, we make the following Assumption

Assumption 5.3. Let j ∈ [n], p ∈ [m] be fixed. Let χ ∈ R, and let {i(ε) ∈ Z}ε>0 be a
sequence such that (5.6) holds. Suppose that Assumption 2.7 holds.

(1) either for all ε > 0 and χ < Vp, I
(ε)

j,p,>i(ε),1
= ∅; or for none of ε > 0 and χ < Vp,

I
(ε)

j,p,>i(ε),1
= ∅.

(2) either for all ε > 0 and χ > Vp−1, I
(ε)

j,p,<i(ε),1
= ∅; or for none of ε > 0 and χ > Vp−1,

I
(ε)

j,p,<i(ε),1
= ∅.

Under Assumption 5.3 we have the following corollary.

Corollary 5.4. Let j, p, χ, {i(ε)}ε be given as in Assumption 5.3. Suppose Assumption 5.3
holds. Then

(1) either for all ε > 0 and χ < Vp, I
(ε)

j,p,>i(ε),0
= ∅; or for none of ε > 0 and χ < Vp,

I
(ε)

j,p,>i(ε),0
= ∅.

(2) either for all ε > 0 and χ > Vp−1, I
(ε)

j,p,<i(ε),0
= ∅; or for none of ε > 0 and χ > Vp−1,

I
(ε)

j,p,<i(ε),0
= ∅.

Proof. The corollary follows from Assumption 5.3 and Lemma B.1. �

We use Ej,p,>,1 to denote the event that for none of ε > 0 and χ < Vp, I
(ε)

j,p,>i(ε),1
= ∅;

Ej,p,<,1 to denote the event that for none of ε > 0 and χ > Vp−1, I
(ε)

j,p,<i(ε),1
= ∅; Ej,p,>,0 to

denote the event that for none of ε > 0 and χ < Vp, I
(ε)

j,p,>i(ε),0
= ∅; Ej,p,<,0 to denote the

event that for none of ε > 0 and χ > Vp−1, I
(ε)

j,p,<i(ε),0
= ∅.

By Assumptions 2.7, 2.9 and 5.3, we obtain

lim
ε→0

x(ε)
qj,p,>i,1 = x

(0,p)
j e−max{Vp−1,χ}1Ej,p,>,1 = [τj ]

−1 e−max{Vp−1,χ}1Ej,p,>,1 .

lim
ε→0

x(ε)
qj,p,<i,1 = x

(0,p)
j e−Vp−11Ej,p,<,1 = τje

−Vp−11Ej,p,<,1 .

lim
ε→0

x(ε)
qj,p,>i,0 = x

(0,p)
j e−max{Vp−1,χ}1Ej,p,>,0 = [τj ]

−1e−max{Vp−1,χ}1Ej,p,>,0 ..

lim
ε→0

x(ε)
qj,p,<i,0 = x

(0)
j e−Vp−11Ej,p,<,0 = τje

−Vp−11Ej,p,<,0 ..

We obtain the following lemma.
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Lemma 5.5. Suppose Assumptions 2.7, 5.2 5.3 and (5.6) hold. Define

G1,>χ(w) : =
∏

(p∈[m],Vp>χ)

n∏
j=1

(
1− [wτj ]

−1 eVp

1− emax{Vp−1,χ} [wτj ]
−1

)1Ej,p,>,1

(5.7)

G1,<χ(w) : =
∏

(p∈[m],Vp−1<χ)

n∏
j=1

(
1− we−Vp−1τj

1− e−min{Vp,χ}wτj

)1Ej,p,<,1

(5.8)

G0,>χ(w) : =
∏

(p∈[m],Vp>χ)

n∏
j=1

(
1 + emax{Vp−1,χ} [wτj ]

−1

1 + [wτj ]
−1 eVp

)1Ej,p,>,0

(5.9)

G0,<χ(w) : =
∏

(p∈[m],Vp−1<χ)

n∏
j=1

(
1 + e−min{Vp,χ}wτj

1 + we−Vp−1τj

)1Ej,p,<,0

(5.10)

Then

lim
ε→0

∏
j∈[(l+1)(ε)..r(ε)],bj=+,j≥i,aj=ai

G1,>i(W,x
(ε)
j , t) =

[ ∏
ws∈W

G1,>χ(ws)

]β

lim
ε→0

∏
j∈[l+1..r],bj=+;j<i;aj=ai

G1,<i(W,x
(ε)
j , t) =

[ ∏
ws∈W

G1,<χ(ws)

]β

lim
ε→0

∏
j∈[l+1..r],bj=−;j≥i;aj=ai

G0,>i(W,x
(ε)
j , t) =

[ ∏
ws∈W

G0,>χ(ws)

]β

lim
ε→0

∏
j∈[l+1..r],bj=+;j<i;aj=ai

G0,<i(W,x
(ε)
j , t) =

[ ∏
ws∈W

G0,<χ(ws)

]β
Here the logarithmic branches for G1,>χ, G1,<χ, G0,>χ, G0,<χ are chosen so that when z
approaches the positive real axis, the imaginary part of log z approaches 0.

We next consider the zeros and poles of G1,>χ(ws), G1,<χ(ws), G0,>χ(ws), G0,<χ(ws).

(1) For G1,>χ(w), the condition that the denominator vanishes gives

w ∈
{
emax{Vp−1,χ}τ−1

j

}
Vp>χ,j∈[n] s.t. 1Ej,p,>,1=1

:= Rχ,1,1, ∀s ∈ [k];

the condition that the numerator vanishes gives

w ∈
{
eVpτ−1

j

}
Vp>χ,j∈[n] s.t. 1Ej,p,>,1=1

:= Rχ,1,2, ∀s ∈ [k];

Hence for each χ ∈ (l(0), r(0)), and χ /∈ {Vi}i∈[m], G1,>χ(w) has zeros given by
Rχ,1,2 \ Rχ,1,1 and poles given by Rχ,1,1 \ Rχ,1,2.

(2) For G1,<χ(w), the condition that the denominator vanishes gives

w ∈
{
emin{Vp,χ}τ−1

j

}
Vp−1<χ,j∈[n] s.t. 1Ej,p,<,1=1

:= Rχ,2,1, ∀s ∈ [k]
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the condition that the numerator vanishes gives

w ∈
{
eVp−1τ−1

j

}
Vp−1<χ,j∈[n] s.t. 1Ej,p,<,1=1

:= Rχ,2,2, ∀s ∈ [k]

Hence for each χ ∈ (l(0), r(0)), and χ /∈ {Vi}i∈[m], G1,<χ(w) has zeros given by
Rχ,2,2 \ Rχ,2,1 and poles given by Rχ,2,1 \ Rχ,2,2;

(3) For G0,>χ(w), the condition that the denominator vanishes gives

w ∈
{
−eVpτ−1

j

}
Vp>χ,j∈[n] s.t. 1Ej,p,>,0=1

:= Rχ,3,1, ∀s ∈ [k]

the condition that the numerator vanishes gives

w ∈
{
−emax{Vp−1,χ}τ−1

j

}
Vp>χ,j∈[n]s.t. 1Ej,p,>,0=1

:= Rχ,3,2, ∀s ∈ [k]

Hence for each χ ∈ (l(0), r(0)), and χ /∈ {Vi}i∈[m], G0,>χ(w) has zeros given by
Rχ,3,2 \ Rχ,3,1 and poles Rχ,3,1 \ Rχ,3,2.

(4) For G0,<χ(w), the condition that the denominator vanishes gives

w ∈
{
−eVp−1τ−1

j

}
Vp−1<χ,j∈[n] s.t. 1Ej,p,<,0=1

:= Rχ,4,1, ∀s ∈ [k](5.11)

the condition that the numerator vanishes gives

w ∈
{
−emin{Vp,χ}τ−1

j

}
Vp−1<χ,j∈[n] s.t. 1Ej,p,<,0=1

:= Rχ,4,2, ∀s ∈ [k]

Hence for each χ ∈ (l(0), r(0)), and χ /∈ {Vi}i∈[m], G0,>χ(ws) has zeros given by
Rχ,4,2 \ Rχ,4,1, and poles given by Rχ,4,1 \ Rχ,4,2.

We have the following asymptotic results.

Proposition 5.6. Suppose Assumptions 2.7, 5.2 5.3 and (5.6) hold. Assume

ai(ε) = L; ∀ε > 0.

Let Pr(ε) be the corresponding probability measure. Then

lim
ε→0

EPr(ε)

[
γk(λ(M,i(ε)); t, t)

]
=

1

2πi

∮
C

[G1,>x(w) · G1,<x(w) · G0,>x(w) · G0,<x(w)]
kβ dw

w
(5.12)

where the contour is positively oriented (which may be a union of disjoint simple closed
curves) enclosing 0 and every point in [Rχ,1,1\Rχ,1,2]∪[Rχ,3,1\Rχ,3,2], but does not enclose
any other zeros or poles of G1,>x(w) · G1,<x(w) · G0,>x(w) · G0,<x(w); the expression

F kβ = ekβ logF

where the branch of logF is the one which takes positive real values when F is positive and
real.
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Proof. By (5.5), we obtain

EPr(ε)

[
γk(λ(M,i); t, t)

]
=

1

(2πi)k

∮
C(ε)1

. . .

∮
C(ε)k

 ∏
j∈[(l+1)(ε)..r(ε)],bj=−;j≥i;aj=ai

G1,>i(W,x
(ε)
j , t)


 ∏
j∈[(l+1)(ε)..r(ε)],bj=−;j≥i;aj 6=ai

G0,>i(W,x
(ε)
j , t)

×
 ∏
j<i;j∈[l(ε)..r(ε)];bj=+;ai=aj

G1,<i(W,x
(ε)
j , t)


 ∏
j<i;j∈[l(ε)..r(ε)];bj=+;ai=aj

G0,<i(W,x
(ε)
j , t)


×

∑k
i=1

1
wi

(w2 − w1) . . . (wk − wk−1)

∏
i<j

(1− wi
wj

)2(
1− wi

twj

)(
1− twi

wj

) k∏
i=1

dwi,

where for 1 ≤ i ≤ k, C(ε)
i is the integral contour for wi, and C(ε)

1 , . . . , C(ε)
k satisfy the

conditions as described in Lemma 4.2. As ε → 0, assume that C(ε)
1 , . . . , C(ε)

k converge to
contours C1, . . . , Ck, respectively, such that C1, . . . Ck are separated from one another and
do not cross any of the singularities of the integrand, by Lemma 5.5, we obtain

lim
ε→0

EPr(ε)

[
γk(λ

(M,i); t, t)
]

=
1

(2πi)k

∮
C1
. . .

∮
Ck

∏
ws∈W

[G1,>χ(wx)G1,<χ(ws)G0,>χ(ws)G0,<χ(ws)]
β

∑k
i=1

1
wi

(w2 − w1) . . . (wk − wk−1)

k∏
i=1

dwi,

The (5.12) follows from Lemmas B.2 and 5.5. �

Theorem 5.7. Suppose Assumptions 2.7, 5.2 5.3 hold. Let s be a positive integer such
that for all d ∈ [s],

lim
ε→0

εi
(ε)
d = χd,

such that

χ1 ≤ χ2 ≤ . . . ≤ χs.

Assume that

a
i
(ε)
1

= a
i
(ε)
2

= . . . = a
i
(ε)
s

= L.(5.13)

Let Pr(ε) be the corresponding probability measure. Then

1

ε

(
γk1(λ(M,i

(ε)
1 ); t, t)− EPr(ε)γk1(λ(M,i

(ε)
1 ); t, t), . . . , γks(λ

(M,i
(ε)
s ); t, t)− EPr(ε)γks(λ

(M,i
(ε)
s ); t, t)

)
converges in distribution to the centered Gaussian vector

(Qk1(χ1), . . . , Qks(χ))
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as ε→ 0, whose co-variances are

Cov [Qkd(χd), Qkh(χh)] =
kdkhn

2β2

(2πi)2

∮ ∮
dzdw

[G1,>χd(z) · G1,<χd(z) · G0,>χd(z) · G0,<χd(z)]
kdβ [G1,>χh(w) · G1,<χh(w) · G0,>χh(w) · G0,<χh(w)]khβ

(z − w)2

where

• 1 ≤ d < h ≤ s; and
• the z-contour is positively oriented enclosing 0 and every point in R0,>χd ∪R1,>χd ],

but does not enclose any other zeros or poles of G1,>χd(w) · G1,<χd(w) · G0,>χd(w) ·
G0,<χd(w); and
• the w-contour is positively oriented enclosing 0 and every point in R0,>χh∪R1,>χh ],

but does not enclose any other zeros or poles of G1,>χh(w) · G1,<χh(w) · G0,>χh(w) ·
G0,<χh(w); and
• the z-contour and the w-contour are disjoint;
• the branch of logarithmic function is chosen to take positive real values along the

positive real axis.

For j ∈ [s], define

Q
(ε)
kd

(
εi

(ε)
d

)
:=

1

ε

(
γkd(λ

(M,i
(ε)
d ))− EPr(ε)γkd(λ

(M,i
(ε)
d ))

)

To prove Theorem 5.7, we shall compute the moments of Q
(ε)
kd

(
εi

(ε)
d

)
and show that these

moments satisfy the Wick’s formula in the limit as ε → 0. We start with the following
lemma about covariance.

Lemma 5.8. Let d, h ∈ [s]. Under the assumptions of Theorem 5.7, we have

lim
ε→0

Cov
[
Q

(ε)
kd

(
εi

(ε)
d

)
Q

(ε)
kh

(
εi

(ε)
h

)]
=
n2β2kdkh

(2πi)2

∮
Cd

∮
Ch
dzdw

[G1,>χd(z) · G1,<χd(z) · G0,>χd(z) · G0,<χd(z)]
kdβ [G1,>χh(w) · G1,<χh(w) · G0,>χh(w) · G0,<χh(w)]khβ

(z − w)2

where the z-contour Cd and the w-contour Ch satisfy the Assumptions of Theorem 5.7.

Proof. Note that

Cov
[
Q

(ε)
kd

(
εi

(ε)
d

)
Q

(ε)
kh

(
εi

(ε)
h

)]
=

1

ε2

[
EPr

(
γkd(λ

(M,i
(ε)
d ); t, t)

)(
γkh(λ(M,i

(ε)
h ); t, t)

)
− EPr

(
γkd(λ

(M,i
(ε)
d ); t, t)

)
EPr

(
γkh(λ(M,i

(ε)
h ); t, t)

)]
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By Lemma 4.8, we obtain

1

ε2

[
EPr

(
γkd(λ

(M,i
(ε)
d ); t, t)

)(
γkh(λ(M,i

(ε)
h ); t, t)

)
− EPr

(
γkd(λ

(M,i
(ε)
d ); t, t)

)
EPr

(
γkh(λ(M,i

(ε)
h ); t, t)

)]
=

1

ε2

∮ ∮  ∏
i≤j;i∈{i(ε)d ,i

(ε)
h },j∈[l+1..r],bj=−.

(
H(W (i), (−1)δai,aj−1{xj}; t, t)

)(−1)
δai,aj−1


×

 ∏
i∈{i(ε)d ,i

(ε)
h }

D(W (i); t, t)

 ·
 ∏
i<j;i∈[l..r];j∈{i(ε)d ,i

(ε)
h };bi=+

Πai,aj ({xi},W (j))

Πai,aj ({xi}, q−1W (j))


×
(
TL,L(W (i

(ε)
d ),W (i

(ε)
h ))− 1

)
where

TL,L(Z,W ) :=
∏
zi∈Z

∏
wj∈W

(zi − wj)2

(zi − t−1wj) (zi − twj)
(5.14)

and ∣∣∣W (i
(ε)
d )
∣∣∣ = kd;

∣∣∣W (i
(ε)
h

∣∣∣ = kh.

Note that

TL,L(W (i
(ε)
d ),W (i

(ε)
h ))− 1

=
∑

{∅6=S⊂[kd]×[kh]}

∏
(u,v)∈S

(1− t)
(
t−1 − 1

)
w

(i
(ε)
d )

u w
(i

(ε)
h )

v(
w

(i
(ε)
d )

u − t−1w
(i

(ε)
h )

v

)(
w

(i
(ε)
d )

u − tw(i
(ε)
h )

v

)

Under Assumption 5.2, we obtain

1

ε2
(1− t)(1− t−1) = n2β2 +O(ε)(5.15)

Therefore

1

ε2
TL,L(W (i

(ε)
d ),W (i

(ε)
h ))− 1

= n2β2

 ∑
{(u,v)⊂[kd]×[kh]}

w
(i

(ε)
d )

u w
(i

(ε)
h )

v(
w

(i
(ε)
d )

u − t−1w
(i

(ε)
h )

v

)(
w

(i
(ε)
d )

u − tw(i
(ε)
h )

v

)
+ o(ε)
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By (5.1)-(5.4), we obtain

1

ε2
EPr

(
γkd(λ(M,i

(ε)
d ); t, t)

)(
γkh(λ(M,i

(ε)
h ); t, t)

)
− EPr

(
γkd(λ(M,i

(ε)
d ); t, t)

)
EPr

(
γkh(λ(M,i

(ε)
h ); t, t)

)
=

n2β2

(2πi)kd+kh

∮
C(ε)1,1

. . .

∮
C(ε)1,kd

∮
C(ε)2,1

. . .

∮
C(ε)2,kh

 ∏
i∈
{
i
(ε)
d ,i

(ε)
h

}
,j∈[(l+1)(ε)..r(ε)],bj=−;j≥i;aj=ai

G1,>i(W
(i), x

(ε)
j , t)


 ∏
i∈
{
i
(ε)
d ,i

(ε)
h

}
,j∈[(l+1)(ε)..r(ε)],bj=−;j≥i;aj 6=ai

G0,>i(W
(i), x

(ε)
j , t)


 ∏
i∈
{
i
(ε)
d ,i

(ε)
h

}
,j<i;j∈[l(ε)..r(ε)];bj=+;ai=aj

G1,<i(W
(i), x

(ε)
j , t)


 ∏
i∈
{
i
(ε)
d ,i

(ε)
h

}
,j<i;j∈[l(ε)..r(ε)];bj=+;ai=aj

G0,<i(W
(i), x

(ε)
j , t)



∏
ξ∈{d,h}

∑kξ
j=1

1

w
(i(ε)ξ )
j(

w

(
i
(ε)
ξ

)
2 − w

(
i
(ε)
ξ

)
1

)
. . .

(
w

(
i
(ε)
ξ

)
kξ

− w
(
i
(ε)
ξ

)
kξ−1

) ∏
1≤u<j≤kξ

1− w
(i(ε)ξ )
u

w
(i(ε)ξ )
j

2

1− w
(i(ε)ξ )
u

tw
(i(ε)ξ )
j

1− tw
(i(ε)ξ )
u

w
(i(ε)ξ )
j


kξ∏
j=1

dw
(i

(ε)
ξ )

j ,

 ∑
{(u,v)⊂[kd]×[kh]}

w
(i

(ε)
d )

u w
(i

(ε)
h )

v(
w

(i
(ε)
d )

u − t−1w(i
(ε)
h )

v

)(
w

(i
(ε)
d )

u − tw(i
(ε)
h )

v

) + o(ε)

 ,

where for 1 ≤ i ≤ kd (resp. 1 ≤ j ≤ kh), C(ε)
1,i (resp. C(ε)

2,j) is the integral contour for

w

(
i
(ε)
d

)
i (resp. w

(
i
(ε)
h

)
j ), and C(ε)

1,1, . . . , C
(ε)
1,kd

, C(ε)
2,1, . . . , C

(ε)
2,kh

satisfy the conditions as described

in Lemma 4.2. As ε → 0, assume that C(ε)
1 , . . . , C(ε)

k converge to contours C1, . . . , Ck, re-
spectively, such that C1, . . . Ck are separated from one another and do not cross any of the
singularities of the integrand.
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Then by Lemma B.2, we have

lim
ε→0

1

(2πi)kh

∮
C(ε)2,1

. . .

∮
C(ε)2,kh

 ∏
j∈[(l+1)(ε)..r(ε)],bj=−;j≥i(ε)h ;aj=ai

G
1,>i

(ε)
h

(W

(
i
(ε)
h

)
, x

(ε)
j , t)


 ∏
j∈[(l+1)(ε)..r(ε)],bj=−;j≥i(ε)h ;aj 6=ai

G
0,>i

(ε)
h

(W

(
i
(ε)
h

)
, x

(ε)
j , t)


 ∏
j<i

(ε)
h ;j∈[l(ε)..r(ε)];bj=+;ai=aj

G
1,<i

(ε)
h

(W (i
(ε)
h ), x

(ε)
j , t)


 ∏
i∈
{
i
(ε)
d ,i

(ε)
h

}
,j<i;j∈[l(ε)..r(ε)];bj=+;ai=aj

G
0,<i

(ε)
h

(W (i
(ε)
h ), x

(ε)
j , t)


∑kh
j=1

1

w
(i(ε)h )
j(

w

(
i
(ε)
h

)
2 − w

(
i
(ε)
h

)
1

)
. . .

(
w

(
i
(ε)
h

)
kh

− w
(
i
(ε)
h

)
kh−1

) ∏
1≤u<j≤kh

1− w
(i(ε)h )
u

w
(i(ε)h )
j

2

1− w
(i(ε)h )
u

tw
(i(ε)h )
j

1− tw
(i(ε)h )
u

w
(i(ε)h )
j


kh∏
j=1

dw
(i

(ε)
h )

j ,

 ∑
v∈[kh]

∑
u∈[kd]

w
(i

(ε)
d )

u w
(i

(ε)
h )

v(
w

(i
(ε)
d )

u − t−1w(i
(ε)
h )

v

)(
w

(i
(ε)
d )

u − tw(i
(ε)
h )

v

) + o(ε)


=

kh
2πi

∮
Ch

[G1,>χh(w) · G1,<χh(w) · G0,>χh(w) · G0,<χh(w)]
khβ

× lim
ε→0

 ∑
u∈[kd]

w
(i

(ε)
d )

u w(
w

(i
(ε)
d )

u − w
)(

w
(i

(ε)
d )

u − w
)
 dww

Applying Lemma B.2 again to integrals over C(ε)
1,1, . . . , C(ε)

1,kd
, we obtain the result. �

Lemma 5.9. Assume (5.13) holds.

(1) Let s ∈ N be odd, and s ≥ 3. Then

lim
ε→0

EPr(ε)

[
s∏

u=1

Q
(ε)
ku

(
εi(ε)u

)]
= 0.

(2) If s ∈ N is even, then

lim
ε→0

EPr(ε)

[
s∏

u=1

Q
(ε)
ku

(
εi(ε)u

)]
=
∑
P∈P2

s

EPr(ε)

∏
u,v∈P

[
Q

(ε)
ku

(
εi(ε)u

)
Q

(ε)
kv

(
εi(ε)v

)]
where the sum runs over all pairings of [s].
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Proof. Note that

EPr(ε)

[
s∏

u=1

Q
(ε)
ku

(
εi(ε)u

)]

=
1

εs

∑
J⊆[s]

(−1)|[s]\J |

EPr(ε)

∏
j∈J

γkj

(
λ(M,i

(ε)
j )

) ∏
u∈[s]\J

EPr(ε)γku

(
λ(M,i

(ε)
u )
)

When computing E
[∏s

u=1Q
(ε)
ku

(
εi

(ε)
u

)]
by Lemma 4.8, in the integrand there is a factor∑

J⊆[s]

(−1)|[s]\J |
∏

u<v;u,v∈[s]\J

TL,L

(
W

(
i
(ε)
u

)
,W

(
i
(ε)
v

))
(5.16)

By (5.14) we obtain

(5.16) =
∑
J⊆[s]

(−1)|[s]\J |
∏

u<v;u,v∈[s]\J

∏
w

(u)
j ∈W

(
i
(ε)
u

)
,w

(v)
f ∈W

(
i
(ε)
v

)

1 +
(1− t)(t−1 − 1)w

(u)
j w

(v)
f(

w
(u)
j − t−1w

(v)
f

)(
w

(u)
j − tw

(v)
f

)


Under Assumption 5.2, (5.15) is true, let

1

ε2

(1− t)(t−1 − 1)w
(u)
j w

(v)
f(

w
(u)
j − t−1w

(v)
f

)(
w

(u)
j − tw

(v)
f

) = C
(ε)
u,v,j,f

where Cu,v,j,f is a constant independent of ε. As ε→ 0, let

KJ :=

{
(u, v, j, f) : u < v;u, v ∈ [s] \ J,w(u)

j ∈W
(
i
(ε)
u

)
, w

(v)
f ∈W

(
i
(ε)
v

)}
Then (5.16) is equal to∑

J⊆[s]

(−1)|[s]\J |

+

∑
J⊆[s]

(−1)|[s]\J |

 ∑
∅6=H⊆KJ

ε2|H|
∏

(u,v,j,f)∈H

(
C

(ε)
u,v,j,f

)(5.17)

Note that ∑
J⊆[s]

(−1)|[s]\J | = 0.

For each fixed H ⊆ K∅, if H 6= K∅, let

H0 := {u ∈ [s] : ∃v ∈ [s] andj, f, s.t.(u, v, j, f) ∈ H, or (v, u, j, f ∈ H)}

the sum of terms with
∏

(u,v,j,f)∈H

(
C

(ε)
u,v,j,f

)
in (5.17) is

ε2|H|
∏

(u,v,j,f)∈H

(
C

(ε)
u,v,j,f

) ∑
J∈[s]:J∩H0=∅

(−1)|[s]\J |(5.18)

As long as H0 6= S, the sum of (−1)|[s]\J | over all the subsets of [s] \ H0 is 0. Therefore
(5.17) and (5.16) are equal to∑

∅6=H⊆K∅,H0=[s]

ε2|H|
∏

(u,v,j,f)∈H

(
C

(ε)
u,v,j,f

)



ASYMPTOTICS OF PURE DIMER COVERINGS ON RAIL-YARD GRAPHS 39

we obtain

(1) If s is odd, as ε→ 0,∑
∅6=H⊆K∅,H0=[s]

ε2|H|
∏

(u,v,j,f)∈H

(
C

(ε)
u,v,j,f

)
= O(εs+1)

therefore

lim
ε→0

1

εs

∑
J⊆[s]

(−1)|[s]\J |
∏

u<v;u,v∈[s]\J

TL,L

(
W

(
i
(ε)
u

)
,W

(
i
(ε)
v

))
= 0.

(2) If s is even, as ε→ 0,∑
∅6=H⊆K∅,H0=[s]

ε2|H|
∏

(u,v,j,f)∈H

(
C

(ε)
u,v,j,f

)
= εs

∑
P∈P2

s

∏
(u,v)∈P

∏
(j,f):w

(u)
j ∈W

(
i
(ε)
u

)
,w

(v)
j ∈W

(
i
(ε)
v

)C
(ε)
u,v,j,f +O(εs+1)

= εs
∑
P∈P2

s

∏
(u,v)∈P

(
1

ε2
TL,L(W

(
i
(ε)
u

)
),W

(
i
(ε)
v

))
Then the lemma follows. �

Proof of Theorem 5.7. The theorem follows from Lemmas 5.8 and 5.9.

6. Frozen Boundary

In this section, we prove an integral formula for the Laplace transform of the rescaled
height function (see Lemma 6.1), which turns out to be deterministic, as a 2D analog of
law of large numbers. We further obtain an the explicit formula for the frozen boundary
in the scaling limit.

For z ∈ C and χ ∈ R, define

Gχ(z) := G1,>χ(z) · G1,<χ(z) · G0,>χ(z) · G0,<χ(z)(6.1)

Lemma 6.1. Let M be a random pure dimer covering on the rail yard graph RY G(l, r, a, b)
with probability distribution given by (2.5) and (2.6). Let hM be the height function associ-
ated to M as defined in (2.1). Suppose Assumptions 2.7, 5.2 5.3 and (5.6) hold. Then the
rescaled random height function εhM

(χ
ε ,

κ
ε

)
converges, as ε→ 0, to a non-random function

H(χ, κ) such that the Laplace transform of H(χ, ·) is given by∫ ∞
−∞

e−nακH(χ, κ)dκ = lim
ε→0

∫ ∞
−∞

e−nακεhM

(χ
ε
,
κ

ε

)
dκ =

1

n2α2πi

∮
C

[Gχ(w)]
α dw

w
,(6.2)

where the contour C satisfies the conditions of Proposition 5.6. Here

[Gχ(w)]α = eα log[Gχ(w)]

and the branch of log(ζ) is chosen to be real positive when ζ is real positive. Note that the
right hand side is non-random.
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Proof. By Proposition 5.6, (2.12) and (4.1), let κ
ε = y, we obtain

lim
ε→0

EPr(ε)

∫ ∞
−∞

e−nβκkεhM

(χ
ε
,
κ

ε

)
dκ

= lim
ε→0

ε2EPr(ε)

∫ ∞
−∞

hM

(χ
ε
, y
)
tkydy

= lim
ε→0

EPr(ε)
2ε2

(k log t)2
γk(λ

(M,i(ε)); t, t)

=
1

k2n2β2πi

∮
C

[G1,>x(w) · G1,<x(w) · G0,>x(w) · G0,<x(w)]kβ
dw

w

To show that the limit, as ε → 0, of
∫∞
−∞ e

−nβκkεhM
(χ
ε ,

κ
ε

)
dκ, is non-random, it suffices

to show that the limit of its variance is 0. Note that

lim
ε→0

EPr(ε)

[∫ ∞
−∞

e−nβκkεhM

(χ
ε
,
κ

ε

)
dκ− EPr(ε)

∫ ∞
−∞

e−nβκkεhM

(χ
ε
,
κ

ε

)
dκ

]2

= lim
ε→0

ε4EPr(ε)

[∫ ∞
−∞

e−nβκkhM

(χ
ε
, y
)
dy − EPr(ε)

∫ ∞
−∞

e−nβκkεhM

(χ
ε
, y
)
dy

]2

= lim
ε→0

ε6

(k log t)4
Var

[
Q

(ε)
k (χ)

]
= 0

where the last identity follows from Lemma and Assumption 5.2. Let α = kβ and consider
analytic continuation if necessary, then the lemma follows. �

By (6.2), we obtain∫ ∞
−∞

e−nακ
∂H(χ, κ)

∂κ
dκ = nα

∫ ∞
−∞

e−nακH(χ, κ)dκ =
1

nαπi

∮
C

[Gχ(w)]α
dw

w
,(6.3)

for α > 0.
Let mχ be the measure on (0,∞) defined by

mχ(ds) = e−κ
∂H(χ, κ)

∂κ
|dκ|

∣∣∣∣
κ=− ln s

We are particularly interested in the measure mχ because its density with respect to the
Lebesgue measure on R is given by

mχ(ds)

ds
=
∂H(χ, κ)

∂κ

∣∣∣∣
κ=− ln s

;(6.4)

which is exactly the slope of the limiting rescaled height function in the κ-direction when
s = e−κ.

By (6.3) we deduce that for any χ ∈ (l(0), r(0))
∫∞

0 mχ(ds) <∞, i.e. mχ(ds) is a measure
on R with finite total mass. Note also that for any positive integer j, by (6.3) we obtain∫ ∞

0
sj−1mχ(ds) =

∫ ∞
−∞

e−κj
∂H(χ, κ)

∂κ
dκ =

1

jπi

∮
C
[Gχ(w)]

j
n
dw

w
≤ Cj

where C > 0 is a positive constant independent of j. Hence we obtain∫ ∞
2C

mχ(ds) ≤
∫∞

2C s
j−1mχ(ds)

(2C)j−1
≤ 1

2C

(
1

2

)j
−→ 0



ASYMPTOTICS OF PURE DIMER COVERINGS ON RAIL-YARD GRAPHS 41

as j →∞. Hence we obtain that mχ(ds) has compact support in (0,∞).
We shall now compute the density of the measure mχ(ds) with respect to the Lebesgue

measure on R. It is a classical fact about Stieltjes transform that

mχ(ds)

ds
= − lim

ε→0+

1

π
=
(
Stmχ(s+ iε)

)
where = denotes the imaginary part of a complex number and Stmχ is the Stieltjes trans-
form of the measure mχ, which can be computed as follows: for ζ ∈ C \ supp(mχ),

Stmχ(ζ) =

∫ ∞
0

mχ(ds)

ζ − s =

∞∑
i=0

∫ ∞
0

simχ(ds)

ζi+1
=

∞∑
j=1

1

ζj

∫ ∞
0

e−jκ
∂H(χ, κ)

∂κ
dκ(6.5)

Again by (6.3) we obtain

Stmχ(ζ) =

∞∑
j=1

1

ζjjπi

∮
C
[Gχ(w)]

j
n
dw

w
.

When the contour C satisfies the the conditions given as in Proposition 5.6, we can split
C into a positively oriented simple closed curve C0 enclosing only 0, and a union C1 of
positively oriented simple closed curves enclosing every point in

Rχ := [Rχ,1,1 \ Rχ,1,2] ∪ [Rχ,3,1 \ Rχ,3,2].

By the residue theorem, we obtain that

∞∑
j=1

1

ζjjπi

∮
C0

[Gχ(w)]
j
n
dw

w
=

∞∑
j=1

2

ζjj
[Gχ(0)]

j
n = −2 log

(
1− [Gχ(0)]

1
n

ζ

)
.

Moreover,

∞∑
j=1

1

ζjjπi

∮
C1

[Gχ(w)]
j
n
dw

w
= − 1

πi

∮
C1

log

(
1− [Gχ(w)]

1
n

ζ

)
dw

w

where

∣∣∣∣ [Gχ(0)]
1
n

ζ

∣∣∣∣ < 1 and maxζ∈C1

∣∣∣∣ [Gχ(ζ)]
1
n

ζ

∣∣∣∣ < 1 to ensure the convergence of Maclaurin

series. Hence we have

Stmχ(ζ) = −2 log

(
1− [Gχ(0)]

1
n

ζ

)
− 1

πi

∮
C1

log

(
1− [Gχ(w)]

1
n

ζ

)
dw

w

We would like to get rid of the fractal exponent for the simplicity of computing complex
integrals. To that end, we define another function

Θχ(ζ) := −2 log

(
1− Gχ(0)

ζn

)
− 1

πi

∮
C1

log

(
1− Gχ(w)

ζn

)
dw

w
(6.6)

Let ω = e
2πi
n , then it is straightforward to check that Θχ(ζ) =

∑n−1
i=0 Stmχ(ω−iζ). Then

we obtain

1

π
lim
ε→0+

=Θχ(s+ iε) =
1

π
lim
ε→0+

n−1∑
i=0

=Stmχ(ω−i(s+ iε))
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Since Stmχ(ζ) is continuous in ζ when ζ ∈ C\supp(mχ), supp(mχ) ∈ (0,∞), and Stmχ(ζ) =

Stmχ(ζ), we obtain that when s ∈ supp(mχ),

1

π
lim
ε→0+

=Θχ(s+ iε) =
1

π

n−1∑
i=1

=Stmχ(ω−is) +
1

π
lim
ε→0+

=Stmχ(s+ iε)(6.7)

=
1

π
lim
ε→0+

=Stmχ(s+ iε) = −mχ(ds)

ds

Hence by (6.4), to compute the slope of the limiting rescaled height function in the
κ-direction, it suffices to compute − 1

π limε→0+=Θχ(s+ iε) when s = e−κ.
By (6.6) we obtain

Θχ(ζ) : = −2 log

(
1− Gχ(0)

ζn

)
− 1

πi

∮
C1

log

(
1− Gχ(w)

ζn

)
d logw(6.8)

= −2 log

(
1− Gχ(0)

ζn

)
− 1

πi

∮
C1
d

[
log

(
1− Gχ(w)

ζn

)
logw

]
− 1

πi

∮
C1

G′χ(w) logw

ζn − Gχ(w)
dw

To compute the contour integral above, we need to consider the root of the following
equation in w:

Gχ(w) = ζn;(6.9)

in particular, the roots of (6.9) that are enclosed by the contour C1. Recall that C1 is the
union of positively oriented simple closed curves enclosing every point in Rχ, but no other
zeros or poles of Gχ. We may assume

C1 := ∪ξ∈RCξ;
where Cξ is a positively oriented simple closed curve enclosing ξ but no other zeros or poles
of Gχ.

When ζ →∞, zeros of (6.9) will approach poles of Gχ. For each ξ ∈ Rχ, let wξ,χ(ζ) be
a root of (6.9) such that limζ→∞wξ,χ(ζ) = ξ.

When |ζ| is sufficiently large, wξ,χ(ζ) is enclosed by Cξ. Enclosed by each Cξ, there is

exactly one zero and one pole for 1− Gχ(w)
ζn , hence

1

πi

∮
C1
d

[
log

(
1− Gχ(w)

ζn

)
logw

]
= 0.(6.10)

By computing residues at each wξ,χ(ζ) and ξ, we obtain

− 1

πi

∮
C1

G′χ(w) logw

ζn − Gχ(w)
dw = 2

∑
ξ∈Rχ

[logwξ,χ(ζ)− log ξ](6.11)

We may further assume that the edge weights of the graph satisfy the following condi-
tions:

Assumption 6.2. • Between each two consecutive points in [Rχ,1,1\Rχ,1,2]∪[Rχ,3,1\
Rχ,3,2], there is a unique point in [Rχ,1,2 \ Rχ,1,1] ∪ [Rχ,3,2 \ Rχ,3,1]; and
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• let

c1 = max[R2,1 \ R2,2] > 0; c2 = min[R2,1 \ R2,2] > 0;

c3 = max[R4,1 \ R4,2] < 0; c4 = min[R4,1 \ R4,2] < 0;

between each two consecutive points in [Rχ,2,1\Rχ,2,2]∪[Rχ,4,1\Rχ,4,2] except c3, c2,
there is a unique point in [Rχ,2,2 \ Rχ,2,1] ∪ [Rχ,4,2 \ Rχ,4,1]; moreover, there is a
unique point in {[Rχ,2,2 \ Rχ,2,1] ∪ [Rχ,4,2 \ Rχ,4,1]} ∩ {(−∞, c4) ∪ (c1,∞)}.
• let

c5 = max[R1,1 \ R1,2] > 0; c6 = min[R3,1 \ R3,2] < 0;

then

c3 < c6 < 0 < c5 < c2.

In the following assumption, we give explicit conditions on graph parameters to guarantee
Assumption 6.2.

Assumption 6.3. Let i, j be positive integers satisfying

• εi ∈ (Vp1−1, Vp1), εj ∈ (Vp2 − 1, Vp2) and
• i∗ ∈ [n] such that [(i− i∗) mod n] = 0; and
• j∗ ∈ [n] such that [(j − j∗) mod n] = 0;
• i∗ 6= j∗;

If furthermore

(1) • b(ε)i = − and b
(ε)
j = + and p1 > p2

then we have

τ−1
i∗
τj∗ < eVp2−Vp1−1and τ−1

i∗ τj∗ ≤ eVp2−1−Vp1

(2) • b(ε)i = b
(ε)
j ; and

• a(ε)
i = a

(ε)
j ; and

• τi∗ ≥ τj∗
then we have

τ−1
i∗ τj∗ ≤ eVp2−1−Vp1

Lemma 6.4. Suppose that either Assumption 6.2 or Assumption 6.3 holds. Then for any
s ∈ R, the equation in w

Gχ(w) = sn,(6.12)

has at most one pair of complex conjugate roots.

Proof. We first show that the conclusion of the lemma is true when Assumption 6.2 holds.
We then show that Assumption 6.3 implies Assumption 6.2. Then the lemma follows.

Now suppose that Assumption 6.2 holds. Note that

Gχ(w) = C

∏
bj∈[Rχ,1,2\Rχ,1,1]∪[Rχ,3,2\Rχ,3,1]∪[Rχ,2,2\Rχ,2,1]∪[Rχ,4,2\Rχ,4,1](w − bj)∏
ai∈[Rχ,1,1\Rχ,1,2]∪[Rχ,3,1\Rχ,3,2]∪[Rχ,2,1\Rχ,2,2]∪[Rχ,4,1\Rχ,4,2](w − ai)

where C 6= 0 is an absolute constant. Assume that

[Rχ,1,1 \ Rχ,1,2] ∪ [Rχ,3,1 \ Rχ,3,2] ∪ [Rχ,2,1 \ Rχ,2,2] ∪ [Rχ,4,1 \ Rχ,4,2] = {a1 < a2 < . . . < ak}
[Rχ,1,2 \ Rχ,1,1] ∪ [Rχ,3,2 \ Rχ,3,1] ∪ [Rχ,2,2 \ Rχ,2,1] ∪ [Rχ,4,2 \ Rχ,4,1] = {b1 < b2 < . . . < bk}
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If ai, ai+1 ∈ Rχ,1,2 \Rχ,1,1]∪ [Rχ,3,2 \Rχ,3,1] is a pair of consecutive points, by Assumption
6.2, there exists a unique bj ∈ (ai, ai+1) where j ∈ [k]. It is straightforward to check that
one of the following two cases occurs

• limw→ai+ Gχ(w) = −∞ and limw→ai+1− Gχ(w) = +∞; or
• limw→ai+ Gχ(w) = +∞ and limw→ai+1− Gχ(w) = −∞.

By continuity Gχ(w) is a surjection from (ai, ai+1) onto (−∞,∞). Hence for each s ∈ R,
Gχ(w) = s has at least one root in (ai, ai+1).

If ap, ap+1 ∈ Rχ,2,2 \ Rχ,2,1] ∪ [Rχ,4,2 \ Rχ,4,1] is a pair of consecutive points, similar
arguments as above shows that for each s ∈ R, Gχ(w) = s has at least one root in (ap, ap+1).

Note that all the i’s and p’s above give us at least k − 3 real roots of (6.12).
The following cases might occur

(1) sn = C. In this case the equation (6.12) in w has at most k−1 roots in the complex
plane. But we already have (k− 3) real roots, hence in this case (6.12) has at most
one pair of complex conjugate roots.

(2) sn 6= C. In this case the equation (6.12) in w has exactly k roots in the complex
plane. Again it is straightforward to check that one of the following two cases
occurs
• limw→ak+ Gχ(w) = −∞ and limw→a1− Gχ(w) = +∞; or
• limw→ak+ Gχ(w) = +∞ and limw→a1− Gχ(w) = −∞.

By continuity Gχ(w) is a surjection from (−∞, a1)∪(ap,∞) onto (−∞, C)∪(C,∞).
Hence for each s 6= C, Gχ(w) = s has at least one root in (−∞, a1)∪ (ap,∞). Since
(6.12) at least (k− 2) real roots, we deduce that it has at most one pair of complex
conjugate roots.

It is straightforward to check that Assumption 6.3 implies Assumption 6.2. Then the
proof is complete. �

Lemma 6.5. Suppose Assumptions 2.7, 5.2 5.3 and (5.6) hold. Suppose that either As-
sumption 6.2 or Assumption 6.3 holds. Let H(χ, κ) be the limit of the rescaled height
function of pure dimer coverings on rail yard graphs as ε→ 0, as obtained in Lemma 6.1.
Assume that equation (6.12) in w with s = e−κ has exactly one pair of nonreal conjugate
roots and Rχ 6= ∅.

(1) If [Rχ,1,1 \ Rχ,1,2] = ∅, then

Gχ(0) < e−nκ.

(2) If [Rχ,3,1 \ Rχ,3,2] = ∅, then

Gχ(0) > e−nκ.

Proof. We only prove part (1) here; part (2) can be proved using exactly the same technique.
Assume Rχ 6= ∅ and [Rχ,1,1 \ Rχ,1,2] = ∅, then [Rχ,3,1 \ Rχ,3,2] 6= ∅. Let

B1 := max[Rχ,3,1 \ Rχ,3,2] < 0.(6.13)

• If [Rχ,2,1 \ Rχ,2,2] 6= ∅, let

B2 := min[Rχ,2,1 \ Rχ,2,2] > 0.(6.14)

• If [Rχ,2,1 \ Rχ,2,2] = ∅, let

B2 := +∞.(6.15)
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Then by (5.7)-(5.10) and (6.1) we have

lim
u→B1+

Gχ(u) = −∞(6.16)

Let K be the total number of complex roots (counting multiplicities) in w of Gχ(w) = e−nκ.
From the proof of Lemma 6.4, we see that there are at least K−2 real roots of Gχ(w) = e−nκ

in (−∞, B1) ∪ (B2,+∞). If Gχ(0) ≥ e−nκ, by (6.16) and the continuity of Gχ(w) when
w ∈ (B1, B2), we deduce that there is at least one real root of Gχ(w) = e−nκ in (B1, 0], which
contradicts the assumption that Gχ(w) = e−nκ has exactly one pair of nonreal conjugate
roots. Then part (1) of the lemma follows. �

Then we have the following proposition:

Proposition 6.6. Suppose Assumptions 2.7, 5.2 5.3 and (5.6) hold. Suppose that either
Assumption 6.2 or Assumption 6.3 holds. Let H(χ, κ) be the limit of the rescaled height
function of pure dimer coverings on rail yard graphs as ε→ 0, as obtained in Lemma 6.1.
Assume that equation (6.12) in w with s = e−κ has exactly one pair of nonreal conjugate
roots and Rχ 6= ∅ and Gχ(0) 6= e−nκ. Then

∂H(χ, κ)

∂κ
= 2− 2arg(w+)

π
(6.17)

where w+ is the unique nonreal root of Gχ(w) = e−nκ in the upper half plane, and the
branch of arg(·) is chosen such that arg(w+) ∈ (0, π).

Proof. By (6.4) (6.7), we obtain

∂H(χ, κ)

∂κ
= − lim

ε→0+

1

π
=Θχ(s+ iε)

∣∣∣∣
s=e−κ

By (6.8), (6.10), (6.11), we obtain

∂H(χ, κ)

∂κ
= 21Gχ(0)>e−nκ −

2

π

∑
ξ∈Rχ

[
arg(wξ,χ(e−κ))− arg(ξ)

]
(6.18)

where the branch of arg is chosen to have range (−π, π]. Hence we have

arg(ξ) =

{
0 if ξ > 0;

1 otherwise.

Under the assumption that Rχ 6= ∅ and Gχ(0) 6= e−nκ, the following cases might occur:

(1) [Rχ,3,1 \ Rχ,3,2] 6= ∅. In this case the number of negative poles in Rχ is exactly
|Rχ,3,1 \ Rχ,3,2|. From the proof of Lemma 6.4 we see that there are at least
|Rχ,3,1 \Rχ,3,2| − 1 negative real roots in {wξ,χ(e−κ)}ξ∈Rχ . Let B1 be defined as in
(6.13).
(a) If [Rχ,1,1 \ Rχ,1,2] 6= ∅, let

B2 := min[Rχ,1,1 \ Rχ,1,2] > 0.

(b) If [Rχ,1,1 \Rχ,1,2] = ∅ and If [Rχ,2,1 \Rχ,2,2] 6= ∅, let B2 be defined as in (6.14).
(c) If [Rχ,1,1 \Rχ,1,2] = ∅ and If [Rχ,2,1 \Rχ,2,2] = ∅, let B2 be defined as in (6.15).

Then by (5.1)-(5.4) and (6.1) we have (6.16) The following cases might occur
(a) Gχ(0) > e−κ: then there exists a unique root in {wξ,χ(e−κ)}ξ∈Rχ ∩ (B1, B2)

which is negative; in this case the argument of each negative pole in Rχ cancels
with an argument of a unique negative root in {wξ,χ(e−κ)}ξ∈Rχ ;
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(b) Gχ(0) < e−κ: then there exists no root in {wξ,χ(e−κ)}ξ∈Rχ ∩ (B1, 0); in this
case there is a unique negative pole in Rχ whose argument cannot cancels with
an argument of a unique negative root in {wξ,χ(e−κ)}ξ∈Rχ ;

in either case we have (6.17) holds.
(2) [Rχ,1,1 \Rχ,1,2] 6= ∅ and [Rχ,3,1 \Rχ,3,2] = ∅. In this case there are neither negative

poles in Rχ nor negative real roots in {wξ,χ(e−κ)}ξ∈Rχ . By Lemma 6.5, we have
Gχ(0) > 0. Then (6.17) follows from (6.18).

�

Definition 6.7. Let {RY G(l(ε), r(ε), a(ε), b(ε))}ε>0 be a collection of rail-yard graphs satisfy-
ing Assumptions 2.7, 5.2 5.3 and (5.6). Suppose that either Assumption 6.2 or Assumption
6.3 holds. Let H(χ, κ) be the limit of the rescaled height function of pure dimer coverings
on rail yard graphs as ε → 0, as obtained in Lemma 6.1. The liquid region for the limit
shape of pure dimer coverings on these rail yard graphs as ε→ 0 is defined to be

L :=

{
(χ, κ) ∈ (l(0), r(0))× R :

∂H
∂κ

(χ, κ) ∈ (0, 2)

}
.

and the frozen region is defined to be{
(χ, κ) ∈ (l(0), r(0))× R :

∂H
∂κ

(χ, κ) ∈ {0, 2}
}
.

The frozen boundary is defined to be the boundary separating the frozen region and the
liquid region.

Remark 6.8. By Proposition 6.6, we see that if Rχ 6= ∅ and Gχ(0) 6= ∅, (χ, κ) ∈
(l(0), r(0))× R is in the liquid region if and only if the following equation

Gχ(w) = e−nκ(6.19)

in w has exactly one pair of nonreal conjugate roots in w. By Lemma 6.4, we see that the
the frozen boundary is given by the condition that (6.19) has double real roots.

Next we shall find the frozen boundary. The discussion above shows that if Rχ 6= ∅ and

Gχ(0) 6= ∅, (χ, κ) ∈ (l(0), r(0)) × R is on the frozen boundary if and only if (χ, κ) satisfies
the following system of equations{

Gχ(w) = e−nκ

d log Gχ(w)
dw = 0.

(6.20)

The second equation in (6.21) gives

0 =
∑

(p∈[m],Vp>χ),j∈[n]:1Ej,p,>,1=1

1

w − eVpτ−1
j

− 1

w − emax{Vp−1,χ}τ−1
j

(6.21)

+
∑

(p∈[m],Vp−1<χ)j∈[n]:1Ej,p,<,1=1

1

w − eVp−1τ−1
j

− 1

w − emin{Vp,χ}τ−1
j

+
∑

(p∈[m],Vp>χ),j∈[n]:1Ej,p,>,0=1

1

w + emax{Vp−1,χ}τ−1
j

− 1

w + eVpτ−1
j

+
∑

(p∈[m],Vp−1<χ),j∈[n]:1Ej,p,<,0=1

1

w + emin{Vp,χ}τ−1
j

− 1

w + eVp−1τ−1
j
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7. Height Fluctuations and Gaussian Free Field

In this section, we prove that the fluctuations of height function converges to the pull-
back Gaussian Free Field (GFF) in the upper half plane under a diffeomorphism from the
liquid region to the upper half plane. The main theorem proved in this section in Theorem
7.7.

7.1. Gaussian free field. Let C∞0 be the space of smooth real-valued functions with
compact support in the upper half plane H. The Gaussian free field (GFF) Ξ on H with
the zero boundary condition is a collection of Gaussian random variables {Ξf}f∈C∞0 indexed
by functions in C∞0 , such that the covariance of two Gaussian random variables Ξf1 , Ξf2
is given by

(7.1) Cov(Ξf1 ,Ξf2) =

∫
H

∫
H
f1(z)f2(w)GH(z, w)dzdzdwdw,

where

GH(z, w) := − 1

2π
ln

∣∣∣∣z − wz − w

∣∣∣∣ , z, w ∈ H

is the Green’s function of the Laplacian operator on H with the Dirichlet boundary con-
dition. The Gaussian free field Ξ can also be considered as a random distribution on C∞0 ,
such that for any f ∈ C∞0 , we have

Ξ(f) =

∫
H
f(z)Ξ(z)dz := ξf .

Here Ξ(f) is the Gaussian random variable with respect to f , which has mean 0 and
variance given by (7.1)) with f1 and f2 replaced by f . See [34] for more about the GFF.

7.2. w+ as a mapping from L to H. :
By (5.7)-(5.10) and (6.1), we may write Gχ(w) as the quotient of two functions Uχ(w)

and R(w), such that Uχ(w) depends on χ and R(w) is independent of χ. More precisely,

Gχ(w) =
Uχ(w)

R(w)
;

where

Uχ(w) =

∏
j∈[n],aj=R

(1 + e−χwτj)∏
j∈[n],aj=L

(1− e−χwτj)

and

R(w) = A1 ·A2(7.2)

For j ∈ [n] and p ∈ [m] we use bj(p− 1, p) = + to denote that for each ε > 0, and each

integer k such that εk ∈ (Vp−1, Vp) and [(k − j) mod n] = 0, b
(ε)
k = +
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Note that

A1 =

n∏
j1

∏
(p∈[m],Vp>χ)

(
1− e−Vpwτj

)−1Ej,p,>,1 ∏
(p∈[m],Vp−1>χ)

(
1− we−Vp−1τj

)1Ej,p,>,1
×

∏
(p∈[m],Vp−1<χ)

(
1− we−Vp−1τj

)−1Ej,p,<,1 ∏
(p∈[m],Vp<χ)

(
1− e−Vpwτj

)1Ej,p,<,1
=

∏
j∈[n]:aj=L

[(
1− e−V0wτj

)−1bj(0,1)=+
(
1− e−Vmwτj

)−1bj(m−1,m)=−
]

×
[
m−1∏
p=1

(
1− e−Vpτjw

)−1bj(p,p+1)=++1bj(p−1,p)=+

]
(7.3)

and

A2 =

n∏
j=1

∏
(p∈[m],Vp>χ)

(
1 + e−Vpwτj

)1Ej,p,>,0 ∏
(p∈[m],Vp−1>χ)

(
1 + we−Vp−1τj

)−1Ej,p,>,0
×

∏
(p∈[m],Vp<χ)

(
1 + e−Vpwτj

)−1Ej,p,<,0 ∏
(p∈[m],Vp−1<χ)

(
1 + we−Vp−1τj

)1Ej,p,<,0
=

∏
j∈[n]:aj=R

[(
1 + e−V0wτj

)1bj(0,1)=+
(
1 + e−Vmwτj

)1bj(m−1,m)=−
]

×
[
m−1∏
p=1

(
1 + e−Vpτjw

)1bj(p,p+1)=+−1bj(p−1,p)=+

]
(7.4)

We shall always use [·] 1
n to denote the branch which takes positive real values on the

positive real line. Define

U(w∗, z∗) =

[∏
j∈[n],aj=R

(1 + w∗τj)∏
j∈[n],aj=L

(1− w∗τj)

] 1
n

− z∗

Hence we have

Gχ(w) = e−nκ(7.5)

if and only if 
U(w∗, z∗) = 0

[R(w)]
1
n = z

(w∗, z∗) = (e−χw, e−κz)

Lemma 7.1. Let

nR := |{j ∈ [n] : aj = R}|; nL := |{j ∈ [n] : aj = L}|;
For any (α, θ) such that

θ ∈ (0, π), α ∈
(

0,
nLπ + (nR − nL)θ

n

)
,(7.6)

there exists a unique pair (w∗, z∗) such that arg z∗ = α for some k ∈ Z, argw∗ = θ and
U(w∗, z∗) = 0.
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Proof. Note that nR + nL = n. For θ ∈ (0, π), define a map Bθ : [0,∞)→ R by

Bθ(ρ) :=
1

n

 ∑
j∈[n]:aj=R

arg(1 + ρeiθτj)−
∑

j∈[n]:aj=L

arg(1− ρeiθτj)


where the branch of arg(·) is chosen such that it has range (−π, π]. It is straightforward
to check that Bθ(ρ) is strictly increasing when ρ ∈ (0,∞). Moreover,

lim
ρ→0

Bθ(ρ) = 0; lim
ρ→∞

Bθ(ρ) =
nLπ

n
+

(nR − nL)θ

n
.

Since Bθ is a bijection from (0,∞) to
(

0, nLπn + (nR−nL)θ
n

)
, for any (α, θ) satisfying (7.6),

we can find a unique ρ > 0, such that Bθ(ρ) = α. Let

w∗ : = ρeiθ;

z∗ : =

[∏
j∈[n],aj=R

(1 + w∗τj)∏
j∈[n],aj=L

(1− w∗τj)

] 1
n

.

Then the lemma follows. �

Proposition 7.2. For each (χ, κ) ∈ L, let w+(χ, κ) be the unique root of (7.5) in the
upper half plane H. Then w+ : L → H is a diffeomorphism.

Proof. We first show that w+ is a bijection. For any w ∈ H, let z = [R(w)]
1
n . Let

θ := argw ∈ (0, π); α := arg z

By (7.2) (7.3) (7.4) we obtain

α =
1

n

∑
j∈[n]:aj=L

[
− arg

(
1− e−V0wτj

)
1bj(0,1)=+ − arg

(
1− e−Vmwτj

)
1bj(m−1,m)=−

]
(7.7)

+

[
m−1∑
p=1

arg
(
1− e−Vpτjw

) (
−1bj(p,p+1)=+ + 1bj(p−1,p)=+

)]
+

∑
j∈[n]:aj=R

[
arg
(
1 + e−V0wτj

)
1bj(0,1)=+ + arg

(
1 + e−Vmwτj

)
1bj(m−1,m)=−

]
+

[
m−1∑
p=1

arg
(
1 + e−Vpτjw

) (
1bj(p,p+1)=+ − 1bj(p−1,p)=+

)]
Then we have

α =
1

n

∑
j∈[n]:aj=L

 m∑
p=1

[
arg
(
1− e−Vpwτj

)
− arg

(
1− e−Vp−1wτj

)]
1bj(p−1,p)=+

(7.8)

− arg
(
1− e−Vmwτj

)]
+

∑
j∈[n]:aj=R

[
arg
(
1 + e−Vmwτj

)

+

m∑
p=1

[
arg
(
1 + e−Vp−1wτj

)
− arg

(
1 + e−Vpwτj

)]
1bj(p−1,p)=+
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and

α =
1

n

∑
j∈[n]:aj=L

[
− arg

(
1− e−V0wτj

)
(7.9)

m∑
p=1

[
arg
(
1− e−Vp−1wτj

)
− arg

(
1− e−Vpwτj

)]
1bj(p−1,p)=−


∑

j∈[n]:aj=R

[
arg
(
1 + e−V0wτj

)

+

m∑
p=1

[
arg
(
1 + e−Vpwτj

)
− arg

(
1 + e−Vp−1wτj

)]
1bj(p−1,p)=−


Note that for any w ∈ H, u, v ∈ [0,∞] and u < v, we have

−(π − argw) ≤ arg
(
1− u−1w

)
< arg

(
1− v−1w

)
≤ 0

and

argw ≥ arg
(
1 + u−1w

)
> arg

(
1 + v−1w

)
≥ 0

Hence from (7.8), we obtain

α >
1

n

 ∑
j∈[n]:aj=L

[
− arg

(
1− e−Vmwτj

)]
+

∑
j∈[n]:aj=R

[
arg
(
1 + e−Vmwτj

)] ≥ 0

By (7.9), we obtain

α <
1

n

 ∑
j∈[n]:aj=L

[
− arg

(
1− e−V0wτj

)]
+

∑
j∈[n]:aj=R

[
arg
(
1 + e−V0wτj

)]
≤ nLπ + (nR − nL)θ

n

By Lemma 7.1, we can a unique pair (w∗, z∗) such that arg z∗ = α for some k ∈ Z,
argw∗ = θ and U(w∗, z∗) = 0.

χ := log

(
w

w∗

)
; κ := log

(
z

z∗

)
where the branch of the log(·) is chosen such that it takes real values on the positive real
axis. Then we deduce that w+ is a bijection. From the process we see that both the
mapping w+ and its inverse are differentiable. Then the proposition follows. �
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7.3. Convergence of height fluctuations to GFF. Splitting the sum of the RHS of
(6.21) into those depending on χ and those independent of χ, we obtain

0 = −
∑

j∈[n]:aj=L

1

w − eχτ−1j
+

∑
j∈[n]:aj=R

1

w + eχτ−1j

+
∑

p∈[m−1],j∈[n],aj=L

1bj(p,p+1)=+ − 1bj(p−1,p)=+

w − eVpτ−1j
+

∑
j∈[n],aj=L

(
1bj(m−1,m)=−

w − eVmτ−1j
+

1bj(0,1)=+

w − eV0τ−1j

)

+
∑

p∈[m−1],j∈[n],aj=R

1bj(p−1,p)=+ − 1bj(p,p+1)=+

w + eVpτ−1j
−

∑
j∈[n],aj=R

(
1bj(m−1,m)=−

w + eVmτ−1j
+

1bj(0,1)=+

w + eV0τ−1j

)

Let S be the set of all the zeros and poles of Gχ that are independent of χ; or equivalently,
S is the set of all the zeros and poles of R(w). More precisely,

S =
{
eVpτ−1j : p ∈ [m− 1], j ∈ [n], aj = L, bj(p− 1, p) 6= bj(p, p+ 1)

}
∪
{
−eVpτ−1j : p ∈ [m− 1], j ∈ [n], aj = R, bj(p− 1, p) 6= bj(p, p+ 1)

}
∪{eV0τ−1j , eVmτ−1j : j ∈ [n], aj = L} ∪ {−eV0τ−1j ,−eVmτ−1j : j ∈ [n], aj = R}

Then we have the following lemma.

Lemma 7.3. Each u ∈ R \ S is a double root of (7.5) for a unique pair of (χ, κ) ∈ R2.

Proof. Define

f(s) :=
∑

j∈[n]:aj=L

1

1− τ−1
j s
−

∑
j∈[n]:aj=R

1

1 + τ−1
j s

and

g(w) : =
∑

p∈[m−1],j∈[n],aj=L

1bj(p,p+1)=+ − 1bj(p−1,p)=+

w − eVpτ−1j
+

∑
j∈[n],aj=L

(
1bj(m−1,m)=−

w − eVmτ−1j
+

1bj(0,1)=+

w − eV0τ−1j

)

+
∑

p∈[m−1],j∈[n],aj=R

1bj(p−1,p)=+ − 1bj(p,p+1)=+

w + eVpτ−1j
−

∑
j∈[n],aj=R

(
1bj(m−1,m)=−

w + eVmτ−1j
+

1bj(0,1)=+

w + eV0τ−1j

)

Then u is a double root for (6.12) for some (χ, κ) ∈ [r(0), l(0)]× R if and only if

eκ =

[
R(u)

Uχ(u)

] 1
n

(7.10)

f(eχu−1) = ug(u)(7.11)

where [·] 1
n is the branch that takes positive real value on the positive real axis. The function

f(s) is defined in R \ [{−τj}j∈[n]:aj=R ∪ {τj}j∈[n],aj=L]. Suppose that we enumerate all the

points in {−τj}j∈[n]:aj=R ∪ {τj}j∈[n],aj=L in increasing order as follows:

−dnL < −dnL−1 < . . . < −d1 < 0 < α1 < α2 < . . . < αnR

Since for all s ∈ R \ [{−τj}j∈[n]:aj=R ∪ {τj}j∈[n],aj=L],

f ′(s) =
∑

j∈[n]:aj=L

1

τj(1− τ−1
j s)2

+
∑

j∈[n]:aj=R

1

τj(1 + τ−1
j s)2

> 0;

we obtain

(1) f is strictly increasing in each interval (αi, αi+1), for i ∈ [nR − 1] from −∞ to ∞;
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(2) f is strictly increasing in each interval (−dj+1,−dj), for j ∈ [nL − 1] from −∞ to
∞;

(3) f is strictly increasing in the interval (−d1, α1) from −∞ to ∞;
(4) f is strictly increasing in the interval (αnR ,∞) from −∞ to 0;
(5) f is strictly increasing in the interval (−∞, αnL) from 0 to ∞.

Hence for each u ∈ R and for each set

∆ ∈ {(−dnL ,−dnL−1), . . . , (−d2, d1), (d1, α1), (α1, α2), . . . ,(7.12)

(αnR−1, αnR), (αnR ,∞) ∪ (−∞,−dnL)},
there is a unique χ such that (7.11) holds and eχu−1 ∈ ∆.

For j ∈ [n], let

pj,L = max{p ∈ [0..m] : eVpτ−1
j < u, aj = L};(7.13)

pj,R = max{p ∈ [0..m] : u < −eVpτ−1
j , aj = R}(7.14)

again we take the convention that the minimum (resp. maximum) of an empty set is ∞
(−∞); and assume for all j ∈ [n]

bj(−∞,−∞) = −; bj(m,m+ 1) = +.

From (7.7), we obtain

lim
ε→0+

arg[R(u+ iε)]
1
n(7.15)

=
π

n

 ∑
j∈[n]:aj=R

1bj(pj,R,pj,R+1)=+ +
∑

j∈[n]:aj=L

1bj(pj,L,pj,L+1)=+


where k ∈ Z. Moreover,

lim
ε→0+

arg[Uχ(u+ iε)]
1
n(7.16)

= lim
ε→0+

1

n

 ∑
j∈[n],aj=R

arg(1 + e−χ(u+ iε)τj)−
∑

j∈[n],aj=L

arg(1− e−χ(u+ iε)τj)


=

π

n

 ∑
j∈[n],aj=R

1u<−eχτ−1
j

+
∑

j∈[n],aj=L

1u>eχτ−1
j

 .

The following cases might occur

(1) u < 0: then

lim
ε→0+

arg[R(u+ iε)]
1
n =

π

n
|{j ∈ [n] : aj = R, bj(pj,R, pj,R + 1) = +}|(7.17)

and

lim
ε→0+

arg[Uχ(u+ iε)]
1
n =

π

n

∣∣{j ∈ [n] : aj = R,−τj < eχu−1}
∣∣(7.18)

It is straightforward to check that there exists a unique ∆ satisfying (7.12), such
that (7.17) and (7.18) are equal when eχu−1 ∈ ∆.

(2) u ≥ 0: then

lim
ε→0+

arg[R(u+ iε)]
1
n =

π

n
|{j ∈ [n] : aj = L, bj(pj,L, pj,L + 1) = +}|(7.19)
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and

lim
ε→0+

arg[Uχ(u+ iε)]
1
n =

π

n

∣∣{j ∈ [n] : aj = L, eχu−1 < τj}
∣∣(7.20)

It is straightforward to check that there exists a unique ∆ satisfying (7.12), such
that (7.19) and (7.20) are equal when eχu−1 ∈ ∆.

Then we deduce that u ∈ R \ S, there exists a unique χ such that (7.11) holds and (7.15)
and (7.16) are equal. The condition that (7.15) and (7.16) are equal is equivalent of saying
that the right hand side of (7.10) is real and positive. When the right hand side of (7.10)
is positive, we obtain a unique κ ∈ R. Then the lemma follows. �

Assumption 7.4. Let i, j be positive integers satisfying

• εi ∈ (Vp1−1, Vp1), εj ∈ (Vp2 − 1, Vp2) and
• i∗ ∈ [n] such that [(i− i∗) mod n] = 0; and
• j∗ ∈ [n] such that [(j − j∗) mod n] = 0;
• i∗ 6= j∗ and τi∗ > τj∗
• a(ε)

i = a
(ε)
j ;

then we have

τ−1
i∗
τj∗ < eVp2−Vp1 .

Remark 7.5. Under Assumption 7.4, if we order all the points in {−τj}j∈[n]:aj=R ∪
{−τj}j∈[n],aj=L as follows

−dnR < −dnR−1 < . . . < −d1 < 0 < α1 < α2 < . . . < αnL

Then we can order all the points in {eVpτ−1
j }p∈[0..m],j∈[n],aj=L ∪ {eVpτ−1

j }p∈[0..m],j∈[n],aj=R

as follows

−d−1
1 eVm < −d−1

1 eVm−1 < . . . < −d−1
1 eV0 <

−d−1
2 eVm < −d−1

2 eVm−1 < . . . < −d−1
2 eV0 <

. . .

−d−1
nR
eVm < −d−1

nR
eVm−1 < . . . < −d−1

nR
eV0 <

α−1
nL
eV0 < α−1

nL
eV1 < . . . < α−1

nL
eVm

. . .

α−1
1 eV0 < α−1

1 eV1 < . . . < α−1
1 eVm

Lemma 7.6. Suppose Assumption 7.4 holds. For u ∈ H ∪ R, let (χu, κu) ∈ R2 such that

Gχu(u) = e−nκu

Assume one of the following two conditions holds

(1) u→ eVpτ−1
j ∈ S for some p ∈ [0..m], j ∈ [n] and aj = L;

(2) u→ −eVpτ−1
j ∈ S for some p ∈ [0..m], j ∈ [n] and aj = R;

then χu → Vp.

Proof. (1) We first consider case (1).
(a) Assume that u → eVpτ−1

j ∈ S for some p ∈ [m − 1], j ∈ [n] and aj = L. Let

δ > 0 be positive and small. By (7.13), under Assumption 6.3 we obtain that
for i ∈ [n], ai = L,
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• if u = eVpτ−1
j − δ

pi,L =


−∞ If τi < τj

p− 1 If τi = τj

m If τi > τj

• if u = eVpτ−1
j + δ

pi,L =


−∞ If τi < τj

p If τi = τj

m If τi > τj

By (7.19) we have

lim
[u→eVpτ−1

j −]
lim
ε→0+

arg[R(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = L; τi > τj}|+ 1bi(p−1,p)=+(7.21)

and

lim
[u→eVpτ−1

j +]
lim
ε→0+

arg[R(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = L; τi > τj}|+ 1bi(p,p+1)=+(7.22)

Note also that

lim
[u→eVpτ−1

j −]
ug(u) =


+∞ if 1bj(p,p+1)=+ < 1bj(p−1,p)=+

−∞ if 1bj(p,p+1)=+ > 1bj(p−1,p)=+

a finite real number if 1bj(p,p+1)=+ = 1bj(p−1,p)=+

and

lim
[u→eVpτ−1

j +]
ug(u) =


−∞ if 1bj(p,p+1)=+ < 1bj(p−1,p)=+

+∞ if 1bj(p,p+1)=+ > 1bj(p−1,p)=+

a finite real number if 1bj(p,p+1)=+ = 1bj(p−1,p)=+

Since eVpτ−1
j ∈ S, we obtain that bj(p − 1, p) 6= bj(p, p + 1). We obtain that

when u→ eVpτ−1
j + or u→ eVpτ−1

j −, by (7.11), eχu−1 approaches some τk for

ak = L, k ∈ [n]. Moreover
(i) If 1bj(p−1,p) > 1bj(p,p+1), as u→ eVpτ−1

j −, eχu−1 approaches τk from the
left;

(ii) If 1bj(p−1,p) < 1bj(p,p+1), as u→ eVpτ−1
j −, eχu−1 approaches τk from the

right;
(iii) If 1bj(p−1,p) > 1bj(p,p+1), as u→ eVpτ−1

j +, eχu−1 approaches τk from the
right;

(iv) If 1bj(p−1,p) < 1bj(p,p+1), as u→ eVpτ−1
j +, eχu−1 approaches τk from the

left;
By (7.20),

(i) If 1bj(p−1,p) > 1bj(p,p+1)

lim
[u→eVpτ−1

j −]
lim
ε→0+

arg[Uχu(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = L; τi ≥ τk}|(7.23)

lim
[u→eVpτ−1

j +]
lim
ε→0+

arg[Uχu(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = L; τi > τk}|(7.24)
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(ii) The case when u → eV0τ−1
j and u → eVmτ−1

j for some j ∈ [n], aj = L
can be proved similarly.

lim
[u→eVpτ−1

j −]
lim
ε→0+

arg[Uχu(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = L; τi > τk}|(7.25)

lim
[u→eVpτ−1

j +]
lim
ε→0+

arg[Uχu(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = L; τi ≥ τk}|(7.26)

In either case to make (7.23)-(7.26) equal to the corresponding arguments in
(7.21), (7.22), we must have τk = τj .

(b) The case u → eV0τ−1
j or u → eV0τ−1

j for some j ∈ [n] and aj = L can be
proved similarly.

(2) Now we consider case (2).
(a) Assume that u → −eVpτ−1

j for some p ∈ [m − 1], j ∈ [n] and aj = R. Let

δ > 0 be positive and small. By (7.14), under Assumption 6.3 we obtain that
for i ∈ [n], ai = R,
• if u = −eVpτ−1

j − δ

pi,R =


−∞ If τi < τj

p If τi = τj

m If τi > τj

• if u = −eVpτ−1
j + δ

pi,R =


−∞ If τi < τj

p− 1 If τi = τj

m If τi > τj

By (7.17) we have

lim
[u→−eVpτ−1

j −]
lim
ε→0+

arg[R(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = R; τi > τj}|+ 1bi(p,p+1)=+(7.27)

and

lim
[u→−eVpτ−1

j +]
lim
ε→0+

arg[R(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = R; τi > τj}|+ 1bi(p−1,p)=+(7.28)

Note also that

lim
[u→−eVpτ−1

j −]
ug(u) =


+∞ if 1bj(p,p+1)=+ < 1bj(p−1,p)=+

−∞ if 1bj(p,p+1)=+ > 1bj(p−1,p)=+

a finite real number if 1bj(p,p+1)=+ = 1bj(p−1,p)=+

and

lim
[u→−eVpτ−1

j +]
ug(u) =


−∞ if 1bj(p,p+1)=+ < 1bj(p−1,p)=+

+∞ if 1bj(p,p+1)=+ > 1bj(p−1,p)=+

a finite real number if 1bj(p,p+1)=+ = 1bj(p−1,p)=+

Since −eVpτ−1
j ∈ S, we obtain that bj(p− 1, p) 6= bj(p, p+ 1). We obtain that

when u → −eVpτ−1
j + or u → −eVpτ−1

j −, by (7.11), eχu−1 approaches some

−τk for ak = R, k ∈ [n]. Moreover
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(i) If 1bj(p−1,p) > 1bj(p,p+1), as u → −eVpτ−1
j −, eχu−1 + τk approaches 0

from the left;
(ii) If 1bj(p−1,p) < 1bj(p,p+1), as u → −eVpτ−1

j −, eχu−1 + τk approaches 0
from the right;

(iii) If 1bj(p−1,p) > 1bj(p,p+1), as u → −eVpτ−1
j +, eχu−1 + τk approaches 0

from the right;
(iv) If 1bj(p−1,p) < 1bj(p,p+1), as u → −eVpτ−1

j +, eχu−1 + τk approaches 0
from the left;

By (7.18),
(i) If 1bj(p−1,p) > 1bj(p,p+1)

lim
[u→−eVpτ−1

j −]
lim
ε→0+

arg[Uχu(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = R; τi > τk}|(7.29)

lim
[u→−eVpτ−1

j +]
lim
ε→0+

arg[Uχu(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = R; τi ≥ τk}|(7.30)

(ii) If 1bj(p−1,p) < 1bj(p,p+1)

lim
[u→−eVpτ−1

j −]
lim
ε→0+

arg[Uχu(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = R; τi ≥ τk}|(7.31)

lim
[u→−eVpτ−1

j +]
lim
ε→0+

arg[Uχu(u+ iε)]
1
n =

π

n
|{i ∈ [n] : ai = R; τi > τk}|(7.32)

In either case to make (7.29)-(7.32) equal to the corresponding arguments in
(7.27), (7.28), we must have τk = τj .

(b) The case when u → −eV0τ−1
j or u → −eVmτ−1

j for some j ∈ [n], aj = R can
be proved similarly.

�

Theorem 7.7. Let {RY G(l(ε), r(ε), a(ε), b(ε))}ε>0 be a sequence of rail-yard graphs satisfying
Assumptions 2.7, 2.9, 5.2, 5.3, 6.2, 7.4. Let w+ : L → H be the diffeomorphism from the
liquid region to the upper half plane which maps each point (χ, κ) in the liquid region to
the unique root of (6.12) in the upper half plane H. Then as ε→ 0, the height function of

pure dimer coverings on {RY G(l(ε), r(ε), a(ε), b(ε))}ε>0 in the liquid region converges to the
w+-pullback of GFF in the sense that for any (χ, κ) ∈ L, χ /∈ {Vp}mp=0 and positive integer
k ∫ ∞

−∞

(
hM

(χ
ε
,
κ

ε

)
− E

[
hM

(χ
ε
,
κ

ε

)])
e−nβkκdκ −→

∫
(χ,κ)∈L

e−nκkβΞ(w+(χ, κ))dκ

in distribution.

Proof. Let χ ∈ [r(0), l(0)] and k be a positive integer. By (2.12) and Assumption 5.2, we
have∫ ∞
−∞

(
hM

(χ
ε
,
κ

ε

)
− E

[
hM

(χ
ε
,
κ

ε

)])
e−nβkκdκ =

2ε

(k log t)2

[
γk(λ

(M,m), t; t)− Eγk(λ(M,m), t; t)
]

where χ = 2m− 1
2 . By Theorem 5.7, we obtain that for

l(0) < χ1 < χ2 < . . . < χs < r(0)

and positive integers k1, . . . , ks{∫ ∞
−∞

(
hM

(
χi,

y

ε

)
− E

[
hM

(
χi,

y

ε

)])
t−kiydy

}
i∈[s]
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converges to the Gaussian vector with covariance

I2 :=
1

kikjn2β2(πi)2

∮
Cw

∮
Cz

[Gχi(z)]kiβ
[
Gχj (w)

]kjβ
(z − w)2

dzdw

Under Assumption 6.2, we deform the integral contour Cw to C̃w such that

(1) C̃w = Cw,1 ∪ Cw,2;
(2) Cw,1 lies in the upper half plane except two endpoints along the real axis;
(3) Cw,2 is the reflection of Cw,1 along the real axis;
(4) [w+]−1(Cw,1) is the vertical line in L passing through (χj , 0).

Similarly, we deform the integral contour Cz to C̃z such that

(1) C̃z = Cz,1 ∪ Cz,2;
(2) Cz,1 lies in the upper half plane except two endpoints along the real axis;
(3) Cz,2 is the reflection of Cz,1 along the real axis;
(4) [w+]−1(Cz,1) is the vertical line in L passing through (χi, 0).

Then making a change of variables from (z, w) ∈ C2 to ((χ1, κ1), (χ2, κ2)) ∈ L2 by [w+]−1×
[w+]−1 and the corresponding complex conjugates, we obtain

I2 =
1

kikjn2β2(πi)2

∮
C̃w

∮
C̃z

[Gχi(z)]kiβ
[
Gχj (w)

]kjβ
(z − w)2

dzdw

=
1

kikjn2β2(πi)2

[∫
(χj ,κj)∈L

∫
(χi,κi)∈L

e−nκikiβe−nκjkjβ

(w+(χi, κi)−w+(χj , κj))2
∂w+(χi, κi)

∂κi

∂w+(χj , κj)

∂κj
dκidκj

−
∫
(χj ,κj)∈L

∫
(χi,κi)∈L

e−nκikiβe−nκjkjβ

(w+(χi, κi)−w+(χj , κj))2
∂w+(χi, κi)

∂κi

∂w+(χj , κj)

∂κj
dκidκj

−
∫
(χj ,κj)∈L

∫
(χi,κi)∈L

e−nκikiβe−nκjkjβ

(w+(χi, κi)−w+(χj , κj))2
∂w+(χi, κi)

∂κi

∂w+(χj , κj)

∂κj
dκidκj

+

∫
(χj ,κj)∈L

∫
(χi,κi)∈L

e−nκikiβe−nκjkjβ

(w+(χi, κi)−w+(χj , κj))2
∂w+(χi, κi)

∂κi

∂w+(χj , κj)

∂κj
dκidκj

]

Integral by parts, we obtain that

I2 =
2

(πi)2

∫
(χj ,κj)∈L

∫
(χi,κi)∈L

e−nκikiβe−nκjkjβ log

∣∣∣∣∣w+(χi, κi)−w+(χj , κj)

w+(χi, κi)−w+(χj , κj)

∣∣∣∣∣ dκidκj
= 4Cov

(∫
(χi,κi)∈L

e−nκikiβΞ(w+(χi, κi))dκi,

∫
(χj ,κj)∈L

Ξ(w+(χj , κj))e
−nκjkjβdκj

)
.

Then the proposition follows. �

8. Examples

In section 8, we discuss specific examples of the rail-yard graph, such that the limit
shape and height fluctuations of perfect matchings on these graphs can be obtained by
the technique developed in the paper; these examplse include the pure steep tilings and
pyramid partitions.
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8.1. Pyramid partitions. A fundamental pyramid partition is a heap of square bricks
such that

• Each square brick is of size 2 × 2 and has a length-2 central line dividing it into
two equal-size rectangular parts; hence the direction of the central line determines
the direction of the square brick; and
• Each square brick lies upon two side-by-side square bricks; and is rotated 90 degrees

from the bricks immediately below it; and
• there is a unique brick on the top.

A pyramid partition is obtained from the fundamental pyramid partition by removing
finitely many square bricks, such that if a square brick is removed, then all the square
bricks above it are also removed.

Let s be a fixed positive integer which is odd. Let Λs be the set of pyramid partitions
that can be obtained from the fundamental partition where the center of the square brick
on the top is (0, 0) and where we can only take off bricks that lie inside the strip −s− 1 ≤
x − y ≤ s + 1. See Figure 8.1 for examples of pyramid partitions, and Figure 8.2 for the
corresponding domino tilings and perfect matchings.

From Figures 8.1 and 8.2, we can see that looking from the top each pyramid partition
corresponds to a domino tiling of the square grid. From a pyramid partition, we can obtain
a pure dimer covering on a rail-yard graph by the following steps:

(1) rotate the pyramid partition clockwise by 45 degrees,
(2) For each blue vertex vb, assume it has 4 incident edges e1, e2, e3, e4. Assume that e1

and e2 (resp. e3 and e4) are to the left (resp. right) of vb. Split each blue vertex vb
of the dual graph into 3 vertices, vb1 , vb2 , vb3 such that vb1 and vb3 are blue vertices
while vb2 is a red vertex. The red vertex vb2 has exactly two incident edges joining
it to vb1 and vb3 , respectively. vb1 has 3 incident edges e1 e2 and (vb1 , vb2); while
vb3 has 3 incident edges e3 e4 and (vb3 , vb2).

(3) If one of e1, e2 (resp. e3, e4) is in the dimer covering, while neither e3 nor e4 (resp.
neither e1 nor e2) are in the dimer covering, make (vb2 , vb3) (resp. (vb1 , vb2)) present
in the dimer covering and (vb1 , vb2) (resp. (vb2 , vb3)) absent in the dimer covering.

See Figure 8.3 (resp. Figure 8.4) for the pure dimer covering on a rail-yard graph corre-
sponding to the pyramid partition on the left graph (resp. right graph) of Figure 8.2, in
which the rail-yard graph corresponding the the left graph (resp. right graph) of Figure
8.2 is bounded by the green curve.

Proposition 8.1. There is a one-to-one correspondence between pyramid partitions in Λs
and pure dimer coverings on the rail-yard graph such that for i ∈ [−s..s− 1]

• ai = L if i is odd; and
• ai = R if i is even; and
• bi = + if i < 0; and
• bi = − if i ≥ 0.

Equivalently, there is a bijection between pyramid partitions in Λs and sequences of parti-
tions (λ(−s), λ(−s+1), . . . , λ(0), λ(1), . . . , λ(s)) such that

∅ = λ(−s) ≺ λ(−s+1) ≺′ λ(−s+2) . . . ≺ λ(0) �′ λ(1) � λ(2) . . . �′ λ(s) = ∅.
Proof. See Lemma 5.9 of [37] and Proposition 8 of [8]. �

The formula to compute partition function of pyramid partitions was conjectured in
[20, 35] and proved in [36, 37].
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Figure 8.1. Pyramid partition with two types of bricks: each grey brick
has a vertical central line while each white brick has a horizontal central
line. The left graph is the pyramid partition with maximal number of bricks
(fundamental pyramid partition); the right graph is obtained from the left
graph by removing 3 bricks.

Figure 8.2. Looking from the top, pyramid partitions correspond to
domino tilings, which are equivalent to perfect matchings on the dual graph.
The left graph is the domino tiling corresponding to the fundamental pyra-
mid partition, as shown in the left graph of Figure 8.1; the right graph cor-
responds to pyramid partition with 3 bricks removed from the left graph,
as shown in the right graph of Figure 8.1.

Consider the pure dimer coverings on rail-yard graphs corresponding to pyramid parti-
tions. Then we have m = 2, V1 = 0 and V0 = −V2. Assume n = 2; we obtain

When Gχ is defined by (6.1), we obtain that the frozen boundary has the following
parametric equation (parametrized by w):{

Uχ(w)
R(w) = e−2κ

f(eχw−1) = wg(w).

where

f(s) :=
1

1− τ−1
1 s
− 1

1 + τ−1
2 s

and

g(w) : = − 1

w − eV1τ−11

+
1

w − eV2τ−11

+
1

w − eV0τ−11

+
1

w + eV1τ−12

− 1

w + eV2τ−12

− 1

w + eV0τ−12
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L+ R+ L+ R+ L+ R− L− R− L− R−

Figure 8.3. Pure dimer covering on a rail-yard graph corresponding to
domino tiling on the left graph of Figure 8.2, where the subgraph corre-
sponding to the square grid in Figure 8.2 is bounded by the green curve.

L+ R+ L+ R+ L+ R− L− R− L− R−

Figure 8.4. Pure dimer covering on a rail-yard graph corresponding to
domino tiling on the right graph of Figure 8.2, where the subgraph corre-
sponding to the square grid in Figure 8.2 is bounded by the green curve.

and

Uχ(w) =
(1 + e−χwτ2)

(1− e−χwτ1)
;

R(w) =

(
1 + e−V0wτ2

) (
1 + e−V2wτ2

) (
1− e−V1τ1w

)
(1− e−V0wτ1) (1− e−V2wτ1) (1 + e−V1τ2w)

By (7.13), (7.14), we obtain

p1,L = max{p ∈ {0, 1, 2} : eVpτ−1
1 < w};

p2,R = max{p ∈ {0, 1, 2} : w < −eVpτ−1
2 }.

By (7.17)-(7.20), we have

• w < 0: then

lim
ε→0+

arg[R(w + iε)]
1
2 =

π

2
1b2(p2,R,p2,R+1)=+
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and

lim
ε→0+

arg[Uχ(w + iε)]
1
2 =

π

2
1−τ2<eχw−1

• w ≥ 0: then

lim
ε→0+

arg[R(w + iε)]
1
2 =

π

2
1b1(p1,L,p1,L+1)=+

and

lim
ε→0+

arg[Uχ(w + iε)]
1
2 = 1eχw−1<τ1

In order to make

lim
ε→0+

arg[R(w + iε)]
1
2 = lim

ε→0+
arg[Uχ(w + iε)]

1
2 ,

we have
(1) If w > eV2τ−1

1 , eχw−1 ∈ (0, τ1);

(2) If w ∈ (eV1τ−1
1 , eV2τ−1

1 ), eχw−1 ∈ (τ1,∞);

(3) If w ∈ (eV0τ−1
1 , eV1τ−1

1 ), eχw−1 ∈ (0, τ1);

(4) If w ∈ (0, eV0τ−1
1 ), eχw−1 ∈ (τ1,∞);

(5) If w < −eV2τ−1
2 , eχw−1 ∈ (−τ2, 0);

(6) If w ∈ (−eV2τ−1
2 ,−eV1τ−1

2 ), eχw−1 ∈ (−∞,−τ2);

(7) If w ∈ (−eV1τ−1
2 ,−eV0τ−1

2 ), eχw−1 ∈ (−τ2, 0);

(8) If w ∈ (−eV0τ−1
2 , 0), eχw−1 ∈ (−∞,−τ2);

Hence for each w ∈ R\{±eVpτ−1
j , 0}p∈{0,1,2},j∈{1,2}, we can find a unique χ satisfying (1)-(8)

and f(eχw−1) = wg(w); then knowing w and χ we can find a unique κ by
Uχ(w)
R(w) = e−nκ.

See Figure 8.5 for frozen boundary of pyramid partitions.

8.2. Steep tilings. A domino is a 2 × 1 (horizontal domino) or 1 × 2 (vertical domino)
rectangle whose corners have integer coordinates. Let s be a fixed positive integer. An
oblique strip of width 2s is the region of the Cartesian plane between the lines y = x and
y = 2s. A tiling of oblique strip is a set of dominoes whose interior are disjoint, and whose
union is the tiled region R satisfying

{(x, y) ∈ R2 : x− y ∈ [1, 2s− 1]} ⊆ R ⊆ {(x, y) ∈ R2 : x− y ∈ [−1, 2s+ 1]}
A horizontal (resp. vertical) domino is called north-going (resp. east-going) if the sum of

the coordinates of its top left corner is odd, and south-going (resp. west-going) otherwise
(see [?]). A tiling of an oblique strip is called steep if moving towards infinity in the
northeast (resp. southwest) direction, eventually there are only north- or east-going (resp.
south- or west-going) dominoes.

For each given sequence (b0, . . . , b2s) ∈ {±1}2s, and each left and right boundary condi-

tion λ(0) and λ(2s+1), there is a one-to-one correspondence between pyramid partitions in
Λs and pure dimer coverings on the rail-yard graph such that for i ∈ [0..2s]

(1) ai = L if i is odd; and
(2) ai = R if i is even.

The formula to compute the partition function of steep tilings was proved in [8].

In Appendixes A and B, we include some known technical results.
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Figure 8.5. Frozen boundary of pyramid partitions with parameters V0 =
−1, V1 = 0, V2 = 1. The left graph has τ1 = τ2 = 1, the right graph has
τ1 = 10, τ2 = 1/10.

Appendix A. MacDonald Polynomials

Let Y be the set consisting of all the partitions. For λ, µ ∈ Y, we say λ < µ if

• |λ| = |µ|; and

• for all i ∈ N,
∑i

j=1 λj ≤
∑i

j=1 µj ; and
• λ 6= µ.
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Let X = (x1, . . . , xn, . . .) and Y = (y1, . . . , yn, . . .) be two countable sets of variables.
Let ΛX be the algebra of symmetric functions of X over C.

For each pair of parameters q, t ∈ (0, 1) and each partition λ ∈ Y, define the normalized
Macdonald polynomial to be a symmetric polynomial as follows:

Pλ(·; q, t) = mλ +
∑
µ<λ

uλ,µ(q, t)mµ

where uλ,µ(q, t) ∈ R and {mµ}µ∈Y are the monomial symmetric polynomials; see [30]. It
is known that {Pλ(X, q, t)}λ∈Y forms a linear basis for ΛX .

The power symmetric functions are defined by

p0(X) = 1;(A.1)

pi(X) =
∑
j∈N

xij , ∀i ∈ N.(A.2)

Let λ ∈ Y, define

pλ(X) =
∏
i∈N

pλi(X).

Then {pλ(X)}λ∈Y is a linear basis for ΛX .
For each fixed pair of parameters q, t ∈ (0, 1) and λ, µ ∈ Y define the scalar product

〈·, ·〉 : ΛX × ΛX → R as a bilinear map such that:

〈pλ, pµ〉 = δλµ

l(λ)∏
i=1

1− qλi
1− tλi

 ∞∏
j=1

jmj(λ)(mj(λ))!

(A.3)

where δλµ = 1 if and only if λ = µ, and mj(λ) is the number of parts in λ equal to j. Note
that the scalar product defined above depends on parameters (q, t). However, when q = t
(A.3) does not depend on q or t.

Define Qλ(X; q, t) to be a multiple of Pλ(X, q, t) such that

〈Pλ(X, q, t), Qλ(X, q, t)〉 = 1

For λ, µ ∈ Y, define the skew McDonald symmetric functions by

Pλ(X,Y ; q, t) =
∑
µ∈Y

Pλ/µ(X; q, t)Pµ(Y ; q, t);

Qλ(X,Y ; q, t) =
∑
µ∈Y

Qλ/µ(X; q, t)Qµ(Y ; q, t);

It is known that (see Remarks 1. on Page 346 of [30]) for a single variable x

Pλ/µ(x) = δµ≺λψλ/µ(q, t)x|λ|−|µ|; Qλ/µ(x) = δµ≺λφλ/µ(q, t)x|λ|−|µ|

where ψλ/µ(q, t) and φλ/µ(q, t) are independent of x and furthermore

ψλ/µ(q, t)
∣∣
q=t

= φλ/µ(q, t)
∣∣
q=t

= 1

Let λ, µ ∈ Y, we write λ ⊆ µ if

• λi ≤ µi, for all i ∈ N.
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Lemma A.1. Let X be a countable set of variables, then

Pλ/µ(X; q, t) = Qλ/µ(X; q.t) = 0

unless µ ⊆ λ. When µ ⊆ λ, Qλ/µ(X; q.t) and Pλ/µ(X; q, t) are homogeneous in X of degree
|λ| − |µ|.
Proof. See (7.7) on Page 344 of [30]. �

In particular, when q = t,

Pλ(X; t, t) = Qλ(X; t, t) = sλ(X);

Pλ/µ(X; t, t) = Qλ/µ(X; t, t) = sλ/µ(X).(A.4)

See (4.14) on Page 324 of [30].

Definition A.2. Let r > 0 and q, t ∈ (0, 1) be parameters. Let D−k,X be an operator
acting on symmetric functions ΛX . For any analytic symmetric function F (X) satisfying

F (X) =
∑
λ∈Y

cλPλ(X; q, t),

where cλ’s are complex coefficients, define D−k,XF ∈ ΛX to be

D−k,X;q,tF (X) =
∑
λ∈Y

cλ

(1− t−k)

 l(λ)∑
i=1

(qλit−i+1)k

+ t−kl(λ)

Pλ(X; q, t).(A.5)

Let W = (w1, . . . , wk) be an ordered set of variables. Define

D(W ; q, t) =
(−1)k−1

(2πi)k

∑k
i=1

wkt
k−i

wiqk−i(
1− tw2

qw1

)
. . .
(

1− twk
qwk−1

) ∏
i<j

(1− wi
wj

)(1− qwi
twj

)(
1− wi

twj

)(
1− qwi

wj

) k∏
i=1

dwi
wi

(A.6)

Recall that H(W,X; q, t) was defined as in (4.2).

Proposition A.3. Assume one of the following two conditions holds

(1) q ∈ (0, 1) and t ∈ (0, 1); or
(2) q ∈ (1,∞) and t ∈ (1,∞).

Let f : C→ C be a function analytic in a neighborhood of 0, and f(0) 6= 0. Let g : C→ C
be a function analytic in a neighborhood of 0, and

g(z) =
f(z)

f(q−1z)
;

for z in a small neighborhood of 0. Then

D−k,X;q,t

( ∏
xi∈X

f(xi)

)
=

( ∏
xi∈X

f(xi)

)∮
· · ·
∮
D(W ; q, t)H(W,X; q, t)

(
k∏
i=1

g(wi)

)
(A.7)

where the contours of the integral satisfy the following conditions

• all the contours are in the neighborhood of 0 such that both f and g are analytic;
• each contour enclose 0 and {qxi}xi∈X ;
• If case (1) holds, |wi| ≤ |twi+1| for all i ∈ [k − 1];

• If case (2) holds, |wi| ≤
∣∣∣1qwi+1

∣∣∣ for all i ∈ [k − 1];

H(W,X; q, t) is given by (4.2), and D(W ; q, t) is given by (A.6).
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Proof. When X consists of finitely many variables and when case (1) holds, the proposition
was proved in Proposition 4.10 of [15]. It is straightforward to check the Proposition when
case (2) holds by (4.5).

When X consists of countably many variables, the identity (A.7) holds formally, since its
projection onto any finitely many variables (x1, . . . , xn) by letting xn+1 = xn+2 = . . . = 0
holds. �

Lemma A.4.∑
λ∈Y

Pλ(X; q, t)Qλ(Y ; q, t) =
∏
i,j

(txiyj ; q)∞
(xiyj ; q)∞

:= Π(X,Y ; q, t)(A.8)

where

(a, q)∞ =

∞∏
r=0

(1− aqr).

Moreover∑
λ∈Y

Pλ(X; q, t)Pλ′(Y ; t, q) =
∑
λ∈Y

Qλ(X; q, t)Qλ′(Y ; t, q) =
∏
i,j

(1 + xiyj).(A.9)

In particular, when q = t we obtain the Cauchy identities for Schur polynomials.

∑
λ∈Y

sλ(X)sλ(Y ) =
∏
i,j

1

1− xiyj
;

∑
λ∈Y

sλ(X)sλ′(Y ) =
∏
i,j

(1 + xiyj).

Proof. See Section VI (2.4) (2.5) and (4.13) of [30] for (A.8); See Section VI (5.4) of [30]
for (A.9). �

Definition A.5. Let A be a graded algebra over a field F . For a ∈ A, define ldeg(a) to
be the minimum degree of all the homogeneous components in a.

Lemma A.6. Let {dk}k {uk}k be two sequences of elements of graded algebras A and B.
Assume limk→∞ ldeg(dk) = ∞ and limk→∞ ldeg(uk) = ∞. For each non-negative integer
k, let pk be defined as in (A.1), (A.2). Then〈

exp

( ∞∑
k=1

dkpk(Y )

k

)
, exp

( ∞∑
k=1

ukpk(Y )

k

)〉
Y

= exp

( ∞∑
k=1

(
1− qk
1− tk ·

dkuk
k

))

where ak, bk are independent of the variables in Y .

Proof. See Proposition 2.3 of [4]. �
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Lemma A.7.

Π(X,Y ; q, t) = exp

( ∞∑
n=1

1− tn
1− qn

1

n
pn(X)pn(Y )

)
;(A.10)

∏
i,j

(1 + xiyj) = exp

( ∞∑
n=1

(−1)n+1

n
pn(X)pn(Y )

)
.(A.11)

∏
i,j

1 + xiyj
1 + q−1xiyj

= exp

( ∞∑
n=1

(−1)n+1(1− q−n)

n
pn(X)pn(Y )

)
(A.12)

H(X,Y ; q, t) = exp

( ∞∑
n=1

1− t−n
n

pn(qX−1)pn(Y )

)
.(A.13)

Proof. The identity (A.10) follows from Page 310 of [30]. The identity (A.11) follows from
the fact that ∏

i,j

(1 + xiyj) = [Π(−X,Y ; 0, 0)]−1 .

The identity (A.12) follows from the fact that∏
i,j

1 + xiyj
1 + q−1xiyj

=
[
Π(−X,Y ; 0, q−1)

]−1
.

Finally, the identity (A.13) follows from the fact that

H(X,Y ; q, t) = Π(qX−1, Y ; 0, t−1).

�

Definition A.8. Let F ⊃ C be a field. Let A be a (Z≥0-)graded algebra over F . For each
nonnegative integer n, let An denote the n-th homogeneous component of A. Given a ∈ A,
define ldeg(a) to be the minimum degree among the homogeneous components of a.

The completion Â consists of formal sums
∑∞

n=1 an where an ∈ An. For two graded
algebras A, A′ over F , let A⊗F A′ be a graded algebra over F such that for a ∈ Am and
a′ ∈ A′n, a⊗ a′ ∈ (A⊗F A′)m+n. Let A⊗̂FA′ be the completion of A⊗F A′.

If B is a graded algebra over C, let BF be the graded algebra B ⊗C F over F , i.e.
the extension of coefficients from C to F . Let ΛX [F ] denote the F -algebra of symmetric
functions in X = {x1, x2, ...}, with coefficients in F .

Definition A.9. Let A and A′ be graded algebras over C and {an,j}j be a basis for An for

each n ≥ 0. We say that an element f ∈ A⊗̂A′[F ] is A-projective if

f =
∑
n,j

an,j ⊗ α′n,j , α′n,j ∈ A′(F )

such that

lim
n→∞

min
j

ldeg(α′n,j) =∞.

This property is independent of the choice of basis.
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Definition A.10. Let A, B be graded algebras over C, and let F ⊃ C be a field. Define
the Macdonald scalar product to be the bilinear map

(A⊗ ΛX) [F ]× (ΛX ⊗ B)[F ]→ A⊗B[F ]

such that

〈a⊗ Pλ, Qµ ⊗ b〉X := 〈Pλ, Qµ〉a⊗ b = δλµa⊗ b.
Definition A.11. Let

Z := (z1, . . . , zk);

where k is a positive integer. Let L(Z) be the field of formal Laurent series in the variables{
z1

z2
,
z2

z3
, . . . ,

zk−1

zk
, zk

}
.

Let
∮
dZ : L(Z)→ C, such that for each Laurent series f ∈ L(Z),

∮
fdZ is the coefficient

of 1
z1·...·zk in f .

The following lemma about the commutative properties of the residue operator and the
Macdonald scalar product was proved in [1].

Lemma A.12. (Lemma 3.8 in [1]) Let A, B be graded algebras over C, let f ∈ A⊗̂ΛX [L(Z)]
and g ∈ ΛX⊗̂B[L(W )]. If f is ΛX-projective, then〈∮

fdZ, g

〉
X

=

∮
〈f, g〉XdZ;〈

f,

∮
gdZ

〉
X

=

∮
〈f, g〉XdZ.

Lemma A.13. Let λ ∈ Y and let

fλ(q, t) := (1− t)
∑
i≥1

(qλi − 1)ti−1

Then

fλ(q, t) = fλ′(t, q);

Proof. See Example 1 in Sect. VI 5 of [30]. �

Appendix B. Other Technical Results

The following technical lemma is elementary, as proved in Lemma 5.7 of [1]

Lemma B.1. Let θ ∈ (0, π), and ξ > 0. Define

Rε,θ,ξ := {w ∈ C : dist(w, [1,∞)) ≤ ξ} ∩ {w ∈ C : | arg(w − (1− ε))| ≤ θ}.
Let α > 0 and suppose N(ε) ∈ Z > 0 such that lim supε→0 εN(ε) > 0 as ε → 0. Then for
any fixed θ ∈ (0, π), ξ > 0, we have

(z; e−ε)N(ε)

(e−εαz; e−ε)N(ε)
=

(
1− z

1− e−εN(ε)z

)α
exp

(
O

(
εmin{|z|, |z|2}
|1− z|

))
uniformly for z ∈ C \Rε,θ,ξ and ε arbitrarily small.
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Lemma B.2. (Corollary A.2 in [15])Let d, h, k be positive integers. Let f , g1,. . . , gd be
meromorphic functions with possible poles at z1, ..., zh. Then for k ≥ 2,

1

(2πi)k

∮
. . .

∮
1

(v2 − v1) · · · . . . · (vk − vk−1)

d∏
j=1

(
k∑
i=1

gj(vi)

)
k∏
i=1

f(vi)dvi

=
kd−1

2πi

∮
f(v)k

d∏
j=1

gj(v)dv.

where the contours contain {z1, ..., zh} and on the left side we require that the vi-contour
is contained in the vj-contour whenever i < j.
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